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Preface

The aim of this thesis, as the title suggests, is the study of periodic orbits in La-
grangian dynamics. The class of Lagrangian systems that we shall consider is given
by the so-called Tonelli Lagrangian functions on closed (i.e. compact and with empty
boundary) configuration spaces. These are Lagrangian functions that, when re-
stricted to the fibers of the tangent bundle of the configuration space, have positive
definite Hessian and superlinear growth. The Tonelli class is particularly impor-
tant in Lagrangian dynamics: in fact, whenever a Lagrangian function is fiberwise
convex, its Legendre transform defines a diffeomorphism between the tangent and
cotangent bundles of the configuration space if and only if the Lagrangian function
belongs to the Tonelli class. In other words, the Tonelli Lagrangians constitute the
broadest family of fiberwise convex Lagrangian functions for which the Lagrangian-
Hamiltonian duality, given by the Legendre transform, occurs. Furthermore, the
Tonelli assumptions imply existence and regularity results for action minimizing or-
bits joining two given points on the configuration space. Most of the Lagrangian
functions that are of interest in mathematical physics turn out to be Tonelli.

By the Lagrangian-Hamiltonian duality, all the results that we obtain for Tonelli
Lagrangian systems can be rephrased in the Hamiltonian formulation as results on
Tonelli Hamiltonian systems on the cotangent bundles of closed configuration spaces.
Here, a Hamiltonian is called Tonelli when it is the dual of a Tonelli Lagrangian, and
it turns out that this is equivalent to asking that the Hamiltonian, when restricted
to the fibers of the cotangent bundle, has a positive definite Hessian and superlinear
growth, in complete analogy with the Lagrangian case.

The motivation of our work comes from a celebrated conjecture formulated in the
1980s by Charles Cameron Conley. This conjecture, in its original form, states that
every 1-periodic Hamiltonian system on the standard symplectic torus has infinitely
many integer periodic orbits. The conjecture was soon confirmed, in 1984 by Conley
and Zehnder [CZ], for Hamiltonian systems with only non-degenerate orbits. The
significantly more complicated general case was proved by Hingston [Hi] in 2004. The
existence of infinitely many periodic orbits has also been established for Hamiltonian
systems on closed symplectically aspherical manifolds (i.e. closed symplectic mani-
folds whose symplectic form and first Chern class are cohomologically annihilated by
pull-back with elements of the second homotopy group of the manifold). This was

iii



iv PREFACE

done in 1992 by Salamon and Zehnder [SZ] under a non-degeneracy assumption on
the periodic orbits, and in 2006 by Ginzburg [Gi] in full generality. Other related
results are contained in [FS, GG, Gü, Sc2, Vi2]. Nowadays, people refer to the state-
ment about the existence of infinitely many periodic orbits of Hamiltonian systems
in a certain setting as the Conley conjecture in that setting.

The main result of this thesis (theorem V.9) confirms the Conley conjecture for
Tonelli Hamiltonian systems on the cotangent bundle of closed configuration spaces.
It might be more appropriate, due to our approach, to describe the result in the
Lagrangian formulation: we shall prove that the Euler-Lagrange system of a smooth
1-periodic Tonelli Lagrangian, over a closed configuration space, admits infinitely
many integer periodic solutions with a priori bounded mean action. Moreover, if the
system under consideration admits only finitely many 1-periodic solutions, then it
must admit periodic orbits of arbitrarily high period (and a priori bounded mean
action as before). Here, the mean action which we are referring to is the usual
Lagrangian action divided by the period of the involved periodic orbit.

The existence of infinitely many integer periodic orbits, in the particular case
of fiberwise quadratic Lagrangian functions with the configuration space given by a
torus, was proved, in 2000, by Long [Lo]. More recently, in 2008, Lu [Lu] extended
Long’s result in many directions, in particular to a general closed configuration
space. Other related results are contained in [LL2, LW1, LW2]. These proofs are
based on the Morse theory for the Lagrangian action functional, combined with the
iteration theory for the Conley-Zehnder index, a symplectic invariant of periodic
orbits known to coincide with the Morse index. This approach is far from being
immediately extendable to the general Tonelli case. In fact, a functional setting in
which the action functional of Tonelli Lagrangians is both regular and satisfies the
Palais-Smale condition, the minimum requirements for a critical-point theoretical
treatment, is not known.

In 2006, Abbondandolo and Figalli [AF] showed how to apply Morse theory to
the Tonelli action functional by means of convex quadratic modifications of the in-
volved Lagrangian. Basically, their idea consists of modifying the Tonelli Lagrangian
outside a given neighborhood of the zero section of the tangent bundle, making the
modified Lagrangian fiberwise quadratic there. With a suitable a-priori estimate,
they proved that the two Lagrangian functions, the original Tonelli one and the
modified one, share the same periodic orbits on a given action sublevel, provided
the modification was performed sufficiently far from the zero section. This allows
the application of Morse theoretic methods to the action functional of the modified
Lagrangian, for which a suitable functional setting is well-known, in order to prove
the existence of periodic orbits of the Lagrangian system associated to the original
Tonelli Lagrangian. In particular, if the loop space of the configuration space has
rich homology (for instance whenever the configuration space is simply connected),
this analysis allows to assert the existence of an infinite sequence of 1-periodic orbits
with action that goes to infinity.

As for Long’s one, the approach of convex quadratic modifications is not im-
mediately applicable to give a proof of the Conley conjecture: in fact, the above



PREFACE v

mentioned a priori estimate and consequently all the forthcoming strategy work in a
prescribed period, while, in order to prove the existence of infinitely many periodic
orbits, we need to look for orbits with different, possibly arbitrarily high, periods.
Our recipe for the proof of the Conley conjecture is a combination of these two
approaches.

In a first part of the thesis, chapter III, we consider the class of Lagrangian
functions on close configuration spaces that have uniformly positive definite fiberwise
Hessian and fiberwise quadratic growth (throughout the manuscript, we informally
refer to this class as to the class of convex quadratic growth Lagrangians). These
Lagrangians are in particular Tonelli, and their action functional is well known to
be C1 on the space of W 1,2 loops and to satisfy the Palais-Smale condition there.
This is sufficient to apply most of the results of Morse theory, for instance the Morse
inequalities. However, it is not enough to obtain information on the local homology
groups of the periodic orbits (that are, with the terminology of Chang [Ch], the criti-
cal groups of the functional). In fact, a characterization of the local homology groups
is provided by the Morse lemma together with the theory developed by Gromoll and
Meyer [GM], but both require to deal with a C2 functional. Motivated by this fact,
we develop a discretization technique for the Lagrangian action that is a general-
ization of the classical broken geodesics approximation of the path space, described
for instance in [Mi, section 16] or [Kl, section A.1]. Roughly speaking, what we do
consists in restricting the action functional on the spaces of continuous loops that are
broken smooth solutions of the Euler-Lagrange system of the involved Lagrangian.
As the number of portions in which the loop is broken (i.e. the discretization pass)
grows, we obtain bigger and bigger loop spaces that, in some sense, approximate
the W 1,2 loop space. We prove that each of these spaces is a finite dimensional
manifold over which the action functional is smooth, and its closed sublevels are
compact (provided the discretization pass is big enough), implying the Palais-Smale
condition. Moreover, we show that the critical points of the unrestricted action func-
tional (namely the periodic orbits) correspond to the critical points of the restricted
action functional and have the same local homology groups (again, up to choosing
a sufficiently big discretization pass). On the one hand, this allows us to recover all
the abstract results on the local homology groups that require C2 regularity. On
the other hand, the machinery that we have developed is general, and hopefully may
have other applications.

In view of the Conley conjecture, a property that needs to be established is
the persistence of the local homology groups of periodic orbits (for systems defined
by a convex quadratic growth Lagrangian) under iteration, whenever the iteration
leaves the Morse index and nullity pair of the orbit unchanged. In chapter IV,
this result is obtained as a particular case of a general abstract principle: for an
arbitrary C2 functional defined on an open set of a Hilbert space with a Fredholm
Hessian at a given critical point, the local homology groups at the critical point
do not change under restriction to a Hilbert subspace provided this subspace is
gradient-flow invariant and the Morse index and nullity pair does not change under
the restriction. The application to the C1 Lagrangian action functional is obtained
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by means of our above discussed discretization technique.
In the last part of the thesis, chapter V, we come back to consider the class

of Tonelli Lagrangian functions and their convex quadratic modifications. We show
that we can still recover a homological invariant for a periodic orbit in a Tonelli
system in the following way. The periodic orbit is a critical point of the action func-
tionals associated to all the suitable convex quadratic modifications of the original
Tonelli Lagrangian. Each of these action functionals can be discretized as explained
above, and it turns out that all the obtained discrete action functionals have the
same germ at the considered periodic orbit. Therefore, their local homology at the
orbit is an invariant associated to the original Tonelli Lagrangian. Once this prelim-
inary is established, we can prove the Conley conjecture by contradiction: assuming
that the Euler-Lagrange system of a Tonelli Lagrangian admits only finitely many
integer periodic solutions, we show that there must exist a periodic orbit whose local
homology is non-trivial and, satisfying the hypothesis of the theorem proved in chap-
ter IV, persists under iteration, a contradiction to a homological vanishing property
that we establish (an extension of a principle for the geodesics action functional, due
to Bangert and Klingenberg [BK]).

We have tried to make this thesis accessible even to non-specialists: to this
end, we have added two preliminary chapters and an appendix. In chapter I we
briefly introduce the Lagrangian and Hamiltonian formalisms, trying to emphasize
the variational and dynamical systems aspects of these theories. We also define and
characterize the Tonelli systems and the index pairs of periodic orbits that we will
make use of in the forthcoming chapters. In chapter II we introduce the W 1,2

functional setting for the action functional of convex quadratic growth Lagrangians.
In appendix A we review the main results of classical Morse theory for functionals
defined over infinite dimensional Hilbert manifolds, having possibly degenerate crit-
ical points. None of the results contained in this preliminary part are original, and
throughout the text we try to provide complete references.

Acknowledgments. I wish to express my gratitude to my advisor, Alberto Ab-
bondandolo, for suggesting me this thematic and for many fruitful conversations. I
thank Alessandra Cherubini, my former and first math advisor, and Fabrizio Broglia,
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been carried out while I was a visitor at Stanford University. I wish to thank Yakov
Eliashberg for his kind hospitality, and Victor Ginzburg for his encouragement. I
am also indebted to Ana García Lecuona, Jose Francisco Fernando and Fionntan
Roukema for their careful reading of the manuscript. I wish to thank my family and
all my friends that have been close to me during these last years: Gilles Angelsberg,
Tiziano Casavecchia, Domenico Della Sala, Michael Eichmair, Colin Guillarmou,
Megan Hulce, Demdah Mady, Ioan Manolescu, Matteo Monchiero, Francesca Mori,
Isaia Nisoli, Jasmin Raissy and Leo Tzou. Finally, for her continuous support and
for many, many other reasons, I am and I will always be grateful to Ana.

Pisa, March 2009 Marco Mazzucchelli



Chapter I

Lagrangian and Hamiltonian

systems

This chapter might be considered as a sort of informal introduction to the subject
of Lagrangian and Hamiltonian dynamics, from the point of view that is relevant
in this thesis. Everything we will discuss can be found, even if not in this form,
in the literature. In section I.1 we give the basic definitions and we briefly review
the duality between Lagrangian and Hamiltonian systems. Even though these topics
come from mathematical physics, we almost avoid to mention it. We rather insist
on the variational and dynamical systems flavors of these theories. In section I.2 we
introduce the important class of Tonelli Lagrangians and Tonelli Hamiltonians. The
main results about the existence of periodic orbits, that we will prove in chapter V,
will be valid for Tonelli systems. Here, we will try to motivate the importance of
the Tonelli assumptions, as they naturally give broad families of Lagrangians and
Hamiltonians for which the above mentioned duality occurs. In section I.3 we discuss
the Conley-Zehnder-Long index pair for periodic orbits of Hamiltonian systems, that
is essentially a homotopic invariant for paths in the symplectic group. Our interest
in this index pair is due to its relation with the Morse index and nullity of the
Lagrangian action, as it will be discussed in section I.4.

I.1 The formalism of classical mechanics

Classical mechanics describes the motion of a mechanical system in a configuration
space. In this section we briefly review its language, in particular we introduce the
Lagrangian and Hamiltonian formalisms. Of course this note does not attempt to be
a comprehensive introduction to the subject. For that purpose, we refer the reader
to one of the many textbooks of mathematical physics (e.g. [Ar, AM2]), dynamical
systems (e.g. [Fa, HZ]) or symplectic geometry (e.g. [Ca, MS]).

Lagrangian mechanics treats the description of the motion of a mechanical system

1



2 § I.1 - THE FORMALISM OF CLASSICAL MECHANICS

constrained on a configuration space. For us, the configuration space will be a
closed manifold M of dimension m. A Lagrangian on the configuration space is
meant to be a smooth function L : R × TM → R. In general, the points in
the domain R × TM will be denoted by (t, q, v), i.e. t ∈ R, v ∈ TqM . The R-
component in the domain of L must be interpreted as a time dependence, and if the
Lagrangian happens to be independent of t it is called autonomous. A point (q, v)
in the tangent bundle TM of the configuration space is interpreted in the following
way: q gives the position of the mechanical system, while the vector v in the tangent
space of q gives the velocity of the mechanical system.

Consider a bounded real interval [t0, t1] ⊂ R. We define the action functional
A t0,t1 associated to the Lagrangian L as

A t0,t1(γ) =

∫ t1

t0

L (t, γ(t), γ̇(t)) dt,(I.1)

where γ : [t0, t1] → M . For the moment, we do not discuss a functional setting for
the action A t0,t1 . We just consider it defined on some space of curves γ as above
such that the function t 7→ L (t, γ(t), γ̇(t)) is integrable on the interval [t0, t1], for
instance we might consider A t0,t1 defined on the space C2 curves γ : [t0, t1] → M .
A C2 map Σ : (−ε, ε) × [t0, t1] → M is called a variation of γ when Σ(0, ·) = γ,
Σ(·, t0) ≡ γ(t0) and Σ(·, t1) ≡ γ(t1). The curve γ is a motion in the Lagrangian
system defined by L when, for each variation Σ of γ, we have

d

ds

∣∣∣∣
s=0

A t0,t1(Σ(s, ·)) = 0.

Namely, a curve on M is a motion when it is an extremal of the action functional.
Now, let us fix a finite atlas U = {φα : Uα → Rm |α = 0, ..., u} for the compact

manifold M . This has associate atlases for the tangent and cotangent bundle of M ,
i.e. the atlases TU = {Tφα : TUα → Rm × Rm |α = 0, ..., u} and T∗U = {T∗φα :
T∗Uα → Rm × (Rm)∗ |α = 0, ..., u} , where

Tφα(q, v) = (φα(q),dφα(q)v), ∀q ∈M, v ∈ TqM,

T∗φα(q, p) = (φα(q), p ◦ dφ−1
α (φα(q))), ∀q ∈M, p ∈ T∗

qM.

We denote the components of the introduced charts by

φα = (q1α, ..., q
m
α ),

Tφα = (q1α, ..., q
m
α , v

1
α, ..., v

m
α ),

T∗φα = (q1α, ..., q
m
α , pα,1, ..., pα,m).

We define the fiberwise derivative of the Lagrangian L : R×TM → R at (t, q, v)
as the covector ∂vL (t, q, v) ∈ T∗

qM given in local coordinates as

∂vL (t, q, v) =
m∑

j=1

∂L

∂vjα
(t, q, v) dqjα.
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Notice that this definition does not depend of the chosen local coordinates, in fact,
if q ∈ Uα ∩ Uβ , then

m∑

j=1

∂L

∂vjα
(t, q, v) dqjα(q)

=

m∑

j=1

m∑

h=1

(
∂L

∂vhβ
(t, q, v)

∂vhβ

∂vjα
(q, v)

︸ ︷︷ ︸
=

∂qh
β

∂q
j
α

(q)

dqjα(q) +
∂L

∂qhβ
(t, q, v)

∂qhβ

∂vjα
(q, v)

︸ ︷︷ ︸
=0

dqjα(q)

)

=

m∑

h=1

∂L

∂vhβ
(t, q, v) dqhβ(q).

Extremal curves of the action functional can be characterized as follows. Assume
γ : [t0, t1] → M is a C2 extremal curve, and consider a subdivision t0 = r0 < r1 <
... < rn = t1 such that the support γ([rk, rk+1]) is contained in some coordinate
domain Uαk

of the atlas U, for each k = 0, ..., n− 1. Then, for each variation Σ of γ,
if we denote by σ the section of γ∗TM given by

σ(t) =
∂Σ

∂s
(0, t), ∀t ∈ [t0, t1],

we have

0 =
d

ds

∣∣∣∣
s=0

A t0,t1(Σ(s, ·))

=
n−1∑

k=0

m∑

j=1

∫ rk+1

rk

(
∂L

∂qjαk

(t, γ, γ̇)σjαk
(t) +

∂L

∂vjαk

(t, γ, γ̇) σ̇jαk
(t)

)
dt

=
n−1∑

k=0

m∑

j=1

∫ rk+1

rk

(
∂L

∂qjαk

(t, γ, γ̇)− d

dt

∂L

∂vjαk

(t, γ, γ̇)

)
σjαk

(t)dt

+

n−1∑

k=0

(
∂vL (rk+1, γ(rk+1), γ̇(rk+1))σ(rk+1)− ∂vL (rk, γ(rk), γ̇(rk))σ(rk)

)

=

n−1∑

k=0

m∑

j=1

∫ rk+1

rk

(
∂L

∂qjαk

(t, γ, γ̇)− d

dt

∂L

∂vjαk

(t, γ, γ̇)

)
σjαk

(t)dt,

where we have adopted the common notation σα(t) := dφα(γ(t))σ(t). By the fun-
damental lemma of the calculus of variations, the above expression is zero for each
variation Σ of the curve γ (that is, for each C1 section σ of the vector bundle γ∗TM)
if and only if γ satisfies in local coordinates

d

dt

∂L

∂vj
(t, γ, γ̇)− ∂L

∂qj
(t, γ, γ̇) = 0, ∀j = 1, ...,m.(I.2)
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The above system of second order ordinary differential equations is known as the
Euler-Lagrange system associated to the Lagrangian L . Hence, we have a second
characterization of motion curves as solutions of the Euler-Lagrange system (I.2).

Now, for each (t, q, v) ∈ R×TM , consider the quadratic form on TqM given by

w 7→
m∑

j,h=1

∂2L

∂vj∂vh
(t, q, v)wjwh, ∀w =

m∑

j=1

wj
∂

∂qj
∈ TqM.

Notice this quadratic form is independent of the local coordinates used to define
it (by the same argument that we gave to show that the fiberwise derivative is
intrinsically defined). We say that the Lagrangian L is non-degenerate when the
above quadratic form is non-degenerate on the whole domain of L , i.e. for each
(t, q, v) ∈ R× TM and for each nonzero w ∈ TqM there exists z ∈ TqM such that

m∑

j,h=1

∂2L

∂vj∂vh
(t, q, v)wjzh 6= 0.

Equivalently, the Lagrangian L is non-degenerate when the m×m real matrix

(
∂2L

∂vj∂vh
(t, q, v)

)

j,h=1,...,m

is invertible for each (t, q, v) ∈ R× TM . If this condition is fulfilled we can put the
Euler-Lagrange system (I.2) in normal form as

γ̈j(t) =

m∑

h=1

[
∂2L

∂v ∂v
(t, γ(t), γ̇(t))

]−1

j,h

(
∂L

∂qh
(t, γ(t), γ̇(t)) −

m∑

l=1

∂2L

∂ql∂vh
(t, γ(t), γ̇(t))γ̇l(t)

)
,

∀j = 1, ...,m.

In other words, the non-degeneracy condition allows us to define a smooth time-
dependent vector field XL on TM as

XL (t, q, v) =

m
X

j=1

 

vj ∂

∂qj
+

m
X

h=1

»

∂2L

∂v ∂v
(t, q, v)

–−1

j,h

 

∂L

∂qh
(t, q, v) −

m
X

l=1

∂2L

∂ql∂vh
(t, q, v)vl

!

∂

∂vj

!

,

for each (t, q, v) ∈ R × TM . This vector field is called Euler-Lagrange vector
field associated to L , and its integral curve are precisely the solutions of the Euler-
Lagrange system associated to L . By the Cauchy-Lipschitz theorem, XL can be
locally uniquely integrated. In other words, there exists a continuous function ε :
R × TM → (0,∞) such that, for every (t0, q0, v0) ∈ R× TM and for every t1 ∈ R

with |t1 − t0| < ε(t0, q0, v0), there exists a unique smooth solution γ : [t0, t1] → M
of the Euler-Lagrange system (I.2) with γ(t0) = q0 and γ̇(t0) = v0. This defines a
partial flow ΦL on TM , the Euler-Lagrange flow associated to L , as

Φt1,t0
L (γ(t0), γ̇(t0)) = (γ(t1), γ̇(t1)),
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where γ : [t0, t1] →M is a solution of the Euler-Lagrange system. We say that ΦL

is global when, for each t0 ∈ R, it defines a function

Φ·,t0
L : R× TM → TM, ∀t0 ∈ R,

(t, q, v) 7→ Φt,t0
L (q, v).

So far we have recalled the language of the Lagrangian formulation of classical
mechanics. As we already stated at the beginning of this section, there is another
point of view for describing classical mechanics that is given by the Hamiltonian
formulation. Quoting Vladimir Arnold [Ar, page 161], Hamiltonian mechanics is
“geometry in phase space”. The phase space is the ambient of the considered
mechanical system, and it has the structure of a symplectic manifold. We will only
consider phase spaces that are cotangent bundles over a smooth closed manifold M .
In these cases, the Hamiltonian formulation is, in some sense, dual to the Lagrangian
one.

A Hamiltonian on the cotangent bundle T∗M is meant to be a smooth function
H : R × T∗M → R. In general, the points in the domain R × T∗M will be
denoted by (t, q, p), i.e. t ∈ R, p ∈ T∗

qM . As for the Lagrangian case, the R-
component in the domain of H must be interpreted as a time dependence, and if
this dependence is missing the Hamiltonian is called autonomous. A point (q, p)
in the cotangent bundle T∗M is interpreted in the following way: q still gives the
position of the mechanical system, while the covector p in the cotangent space of q
gives the momentum of the mechanical system. The cotangent bundle T∗M has a
canonical symplectic structure, that is a two form ω over T∗M that is closed
(i.e. dω = 0) and nondegenerate (i.e. ω(v, ·) 6= 0 for each non-zero v ∈ T(T∗M)).
This two-form ω can be defined as follows. At first, we define the Liouville form
of T∗M , that is a one-form λ on T∗M given in local coordinates by

λ =

m∑

j=1

pjdq
j.

It is easy to verify that the above expression gives an intrinsic definition for λ (i.e.
a definition that is independent of the chosen local coordinates). Moreover, the
Liouville form can also be characterized as the unique one-form λ on T∗M such
that, for each one-form µ on M , we have µ∗λ = µ. Then the canonical symplectic
form of T∗M is defined as ω = −dλ. In local coordinates we have

ω =

m∑

j=1

dqj ∧ dpj,

and it is immediate to verify that the above expression gives a non-degenerate two-
form, that is clearly closed (being exact by its definition). A Hamiltonian H as
above defines a smooth time-dependent vector field XH on T∗M given by

XH (t, q, p)yω = d (H (t, ·)) (q, p), ∀(t, q, p) ∈ R× T∗M,
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where “y” stands for the interior product between vectors and forms, i.e. XH yω =
ω(XH , ·). In local coordinates we have

XH (t, q, p) =
∂H

∂pj
(t, q, p)

∂

∂qj
− ∂H

∂qj
(t, q, p)

∂

∂pj
, ∀(t, q, p) ∈ R× T∗M.

By the Cauchy-Lipschitz theorem, this vector field can be locally integrated around
any point of R× T∗M , and therefore it defines a partial flow ΦH on T∗M as

Φt1,t0
H (Γ(t0)) = (Γ(t1)),

where Γ : [t0, t1] → T∗M is an integral curve of XH . If we write Γ as (γ, ρ), where
γ : [t0, t1]→M and ρ is a section of γ∗T∗M , then in local coordinates (γ, ρ) satisfies
the Hamilton system

(I.3) γ̇j(t) =
∂H

∂pj
(t, γ(t), ρ(t)), ρ̇j(t) = −∂H

∂qj
(t, γ(t), ρ(t)),

∀j = 1, ...,m.

We call XH the Hamiltonian vector field associated to H , and ΦH the corre-
spondent Hamiltonian flow. The integral curves of XH , or rather their projection
onto the base manifold M , are the motions of the Hamiltonian mechanical system
defined by H .

Now, consider a Lagrangian function L : R×TM → R as before. We define the
Legendre transform given by L as the map

LegL : R× TM → R×T∗M, LegL (t, q, v) = (t, q, ∂vL (t, q, v)).(I.4)

Let us assume that, for the considered Lagrangian L , the Legendre transform is a
diffeomorphism of R × TM onto R × T∗M (conditions on L under which this is
true will be discussed in the next section). Notice that this condition implies that
L is non-degenerate. Then we can define the Hamiltonian H : R × T∗M → R

Legendre dual to the Lagrangian L as

H ◦ LegL (t, q, v) := ∂vL (t, q, v)v −L (t, q, v), ∀(t, q, v) ∈ R× TM.

Actually, this sets up a duality between the Lagrangian system of L and the Hamil-
tonian system of H . In fact, an easy computation shows that

d(π2 ◦ LegL )(t, q, v) (XL (t, q, v)) = XH ◦ LegL (t, q, v), ∀(t, q, v) ∈ R× TM,

where π2 : R× T∗M → T∗M is the projection onto the second factor of R× T∗M .
Therefore the Lagrangian and Hamiltonian flows are conjugated by the Legendre
transform. In other words, a curve γ : [t0, t1] → M is a solution of the Euler-
Lagrange system (I.2) if and only if the curve (γ, ρ) : [t0, t1]→ T∗M , where ρ(t) :=
∂vL (t, γ(t), γ̇(t)), is a solution of the Hamilton system (I.3).
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As for the Lagrangian case, the motion curves of the Hamiltonian system asso-
ciated to a smooth H : R × T∗M → R admit a variational characterization. If
Γ : [t0, t1]→ T∗M is a C2 curve, we define its Hamiltonian action as

A t0,t1(Γ) =

∫ t1

t0

(
Γ∗λ−H (t,Γ(t))

)
dt.

An easy computation shows that the solutions of the Hamilton system of H are
precisely the extremal curves of A t0,t1 . Moreover, this Hamiltonian action is related
to the Lagrangian one of equation (I.1) in the following way: if H and L are
Legendre dual and Γ = (γ, ρ) : [t0, t1] → T∗M is a solution of the Hamilton system
of H (so that γ : [t0, t1] → M is a solution of the Euler-Lagrange system of L ),
then the Hamiltonian action of Γ coincides with the Lagrangian action of γ, for

∫ t1

t0

(
Γ∗λ−H (t,Γ(t))

)
dt =

∫ t1

t0

(
ρ(t)[γ̇(t)]−H (t, γ(t), ρ(t))

)
dt

=

∫ t1

t0

L (t, γ(t), γ̇(t)) dt.

I.2 Tonelli systems

Let us fix, once for all, a Riemannian metric 〈·, ·〉· on the closed manifold M , i.e. for
each q ∈M we will denote by 〈·, ·〉q the Riemannian inner product on TqM and by
| · |q the corresponding norm. We say that a smooth Lagrangian L : R× TM → R

is Tonelli when

(T1) the fiberwise Hessian of L is positive definite, i.e.

m∑

j,h=1

∂2L

∂vj∂vh
(t, q, v)wjwh > 0,

for all (t, q, v) ∈ R× TM and w =
∑m

j=1w
j ∂
∂qj ∈ TqM with w 6= 0;

(T2) L is fiberwise superlinear, i.e.

lim
|v|q→∞

L (t, q, v)

|v|q
=∞,

for all (t, q) ∈ R×M .

Notice that the convexity condition (T1) implies that each absolutely continuous1

curve ζ : [t0, t1]→M has a well defined action

A t0,t1(ζ) =

∫ t1

t0

L (t, ζ(t), ζ̇(t)) dt ∈ R ∪ {+∞} .

1We recall that absolutely continuous curves can be characterized as those curves having inte-
grable weak derivative.
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An absolutely continuous curve γ : [t0, t1]→M is an action minimizer with respect
to the Lagrangian L when every other absolutely continuous curve ζ : [t0, t1]→M
with the same endpoints of γ satisfies A t0,t1(γ) ≤ A t0,t1(ζ). The Tonelli assumptions
guarantee the existence and regularity of action minimizers, as given by the following
statement that is essentially due to Tonelli (see [Fa, theorem 3.7.2] or [BGH] for a
modern treatment).

Theorem I.1 (Existence and regularity of action minimizers). Let L be a
smooth Tonelli Lagrangian.

(i) For each real interval [t0, t1] ⊂ R and for all q0, q1 ∈M there exists an action
minimizer (with respect to L ) γ : [t0, t1]→M with γ(t0) = q0 and γ(t1) = q1.

(ii) Every action minimizer (with respect to L ) is a smooth solution of the Euler-
Lagrange system of L .

Now, let us consider a fiberwise convex (but not necessarily Tonelli) smooth
Lagrangian L : R×TM → R. We want to show how the geometric requirement of
the Legendre transform LegL being a diffeomorphism can be translated into fiberwise
requirements for L . First of all, notice that the Legendre transform LegL is a fiber
preserving smooth map between R × TM and R × T∗M . Hence, asking that it is
a diffeomorphism is equivalent to ask that, for each (t, q) ∈ R ×M , its fiberwise
restriction

∂vL (t, q, ·) = d(L |{t}×TqM ) : TqM → T∗
qM

is a diffeomorphism. Hence, all we have to do is characterize convex functions on
Rm whose differential is a diffeomorphism onto (Rm)∗.

Proposition I.2. Let L : Rm → R be a convex smooth function. Then dL : Rm →
(Rm)∗ is a diffeomorphism if and only if L is superlinear, meaning

lim
|v|→∞

L(v)

|v| =∞,

and its Hessian is positive definite.

Proof. Assume that L is superlinear with positive definite Hessian. Consider an
arbitrary p0 ∈ (Rm)∗ and define Lp0 : Rm → R as Lp0(v) = L(v) − p0(v). This
function is superlinear, as well as L, hence it reaches its minimum at some v0 ∈ Rm.
In particular dLp0(v0) = 0, and dL(v0) = p0. This shows that dL is surjective.
Moreover, every v ∈ Rm such that dL(v) = p0 must be a critical point of Lp0 . Since
the hessian of Lp0 is positive definite, the function is strictly convex and it cannot
have critical points other than v0, and therefore dL is bijective. By the positivity
of the Hessian, we can apply the inverse function theorem to assert that dL is a
bijective local diffeomorphism, i.e. a global diffeomorphism.
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Conversely, assume that L is convex and dL is a diffeomorphism. Hence the
Hessian of L must be non-degenerate and, by the convexity assumption on L, even
positive definite. Moreover, since L is convex, we have

L(v)− L(v0) ≥ dL(v0)[v − v0], ∀v0, v ∈ Rm.(I.5)

For each real constant k > 0 we define the compact set Sk := {v ∈ Rm | |dL(v)| = k}.
For each v ∈ Rm, there exists a unique v0 = v0(v) ∈ Rm such that

dL(v0) =
k

|v| 〈v, ·〉 ,

where we have denoted by 〈·, ·〉 the standard inner product in Rm. Notice that
dL(v0) ∈ Sk and dL(v0)v = k|v|. Hence, by (I.5), for each v ∈ Rm we have

L(v) ≥ dL(v0(v))v + L(v0(v))− dL(v0(v))v0(v) ≥ k|v|+ inf
w∈Sk

{L(w)− dL(w)w} .

This shows that L is superlinear. �

For a smooth function L as in the above statement we can define a Legendre-dual
smooth function H : (Rm)∗ → R by

H ◦ dL(v) = dL(v)v − L(v).

Proposition I.3. Consider a smooth function L : Rm → R that is superlinear with
positive definite Hessian, and its Legendre dual function H : (Rm)∗ → R. Then

(i) L and H satisfy the Fenchel relation L(v) +H(p) ≥ p(v), and the equality
holds true if and only if p = dL(v);

(ii) dH = (dL)−1 : (Rm)∗ → Rm ≃ (Rm)∗∗;

(iii) H is superlinear with positive definite Hessian.

Proof. Take arbitrary v ∈ Rm and p ∈ (Rm)∗. By the assumptions on L, dL is a
diffeomorphism and in particular p = dL(w) for some w ∈ Rm. Therefore

L(v) +H(p)− p(v) = L(v)−H(dL(w))− dL(w)v

= L(v)− L(w)− dL(w)(v − w) ≥ 0,

where the last inequality follows by the convexity of L. Moreover, since L is strictly
convex, equality holds if and only if v = w, that is if and only if p = dL(v). This
proves (i). By the Fenchel relation, for each p0, p1 ∈ (Rm)∗, we get

H((1− λ)p0 + λp1) = max
v∈Rm

{(1− λ)p0(v) + λp1(v)− L(v)}

≤ max
v∈Rm

{(1− λ)p0(v)− (1− λ)L(v)} + max
v∈Rm

{λp1(v)− λL(v)}

≤ (1− λ)H(p0) + λH(p1),
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therefore H is convex. Now, let us fix an arbitrary p0 ∈ (Rm)∗. Then, for v0 =
(dL)−1(p0), we have p0(v0) = H(p0) + L(v0). By the Fenchel relation, for any
p ∈ (Rm)∗, we have

p(v0) ≤ H(p) + L(v0) = H(p)−H(p0) + p0(v0).

Hence, for any p ∈ (Rm)∗ we have (p− p0)v0 ≤ H(p)−H(p0), and this is possible if
and only if v0 = dH(p0) (we are making the canonical identification between (Rm)∗∗

and Rm). This proves (ii), and in particular that dH is a diffeomorphism. Applying
proposition I.2 to H in place of L we obtain that H is superlinear with positive
definite Hessian, hence (iii) holds. �

If L : R × TM → R is a fiberwise convex Lagrangian, by proposition I.2,
the Legendre transform LegL is a diffeomorphism if and only if L is a Tonelli
Lagrangian. Now, we say that a Hamiltonian H : R× T∗M → R is Tonelli when

(T1’) the fiberwise Hessian of H is positive definite, i.e.

m∑

j,h=1

∂2H

∂pj∂ph
(t, q, p)rjrh > 0,

for all (t, q, p) ∈ R× T∗M and r =
∑m

j=1 rjdq
j ∈ T∗

qM with r 6= 0;

(T2’) H is fiberwise superlinear, i.e.

lim
|p|q→∞

H (t, q, p)

|p|q
=∞,

for all (t, q) ∈ R×M (here, by a common abuse of notation, we write | · |q also
for the norm in T∗

qM induced by the Riemannian metric of M).

By proposition I.3, the Tonelli Hamiltonians are precisely the Hamiltonian functions
that are dual to Tonelli Lagrangians. Namely, the Legendre duality sets up a one to
one correspondence

{
L : R× TM → R

Tonelli

}
←→

{
H : R×T∗M → R

Tonelli

}
.

This discussion should have motivated the importance of the Tonelli class in the
study of Lagrangian and Hamiltonian systems.

Remark I.1 (Uniform fiberwise superlinearity). It turns out that the Tonelli
assumptions, both for Lagrangians and Hamiltonians, imply that the fiberwise su-
perlinearity of conditions (T2) and (T2’) is uniform2, which means that the limits
in (T2) and (T2’) are satisfied uniformly in (t, q) ∈ R ×M . In fact, if L is a

2For a non-compact configuration space M , we would only get locally uniform fiberwise super-
linearity.
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Tonelli Lagrangian with dual Tonelli Hamiltonian H , by the Fenchel relation (cf.
proposition I.3(i)) we have

L (t, q, v) ≥ max
|p|q≤k

{p(v)−H (t, q, p)}

≥ max
|p|q≤k

{p(v)} − max
|p|q≤k

{H (t, q, p)}

≥ k|v|q −max
{
H (t′, q′, p′) | (t′, q′, p′) ∈ R× T∗M, |p′|q′ ≤ k

}
,

for each k ∈ N and (t, q, v) ∈ R× TM . Analogously

H (t, q, p) ≥ k|p|q −max
{
L (t′, q′, v′) | (t′, q′, v′) ∈ R×TM, |v′|q′ ≤ k

}
,

for each k ∈ N and (t, q, p) ∈ R× T∗M . �

I.3 The Conley-Zehnder-Long index pair

The Hamiltonian flow ΦH defines symplectic transformations of T∗M . In fact,

assume that there exists an open set (t0, t1) × U ⊂ R × T∗M such that Φt,t′

H |U is
a well defined diffeomorphism onto its image, for each t, t′ ∈ (t0, t1). Then, this
diffeomorphism is symplectic, meaning

(Φt,t′

H )∗ω = ω.

This follows elementarily by the Cartan formula, since (Φt′,t′

H )∗ω = (idU )∗ω = ω and

d

dt
(Φt,t′

H )∗ω = (Φt,t′

H )∗ LieXH
ω = (Φt,t′

H )∗
(
d(XH yω︸ ︷︷ ︸

=dH

) +XH y dω︸︷︷︸
=0

)
= 0,

where LieXH
denotes the Lie derivative with respect to XH . The symplectic diffeo-

morphisms that are constructed by means of a Hamiltonian flow as above are called
Hamiltonian diffeomorphisms.

Now, assume that the Hamiltonian H is 1-periodic in time, namely that it is a
function of the form H : R/Z×T∗M → R. For n ∈ N, we consider a periodic orbit
Γ : R/nZ→ T∗M of the Hamiltonian system of H , i.e. Γ(t) = Φt,0

H (Γ(0)) = Γ(t+n)

for each t ∈ R. Then the differential dΦn,0
H (Γ(0)) is a linear symplectic automorphism

of the symplectic vector space (TΓ(0)T
∗M,ω). Moreover, by means of a symplectic

trivialization of the pull-back vector bundle Γ∗TT∗M , we can view the map t 7→
dΦt,0

H (Γ(0)) as a path in the symplectic group Sp(2m), which is the group of linear
symplectic transformations of R2m. In this section we want to recall the definition
and the properties of a classical invariant for paths in the symplectic group, and
then we show how to associate this invariant to periodic orbits Γ independently of
the chosen symplectic trivialization of Γ∗TT∗M .

We recall that the standard symplectic structure of R2m is given by the
skew-symmetric bilinear form ω0 : R2m ∧R2m → R defined by

ω0(v,w) = 〈J0v,w〉 , ∀v,w ∈ R2m.
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Here, 〈·, ·〉 is the standard inner product of R2m, while J0 is the standard complex
structure of R2m, given in matrix form by

J0 =

[
0 −I
I 0

]
.

The symplectic group Sp(2m) is defined as the subgroup of GL(2m) given by the
automorphisms A such that A∗ω = ω, or equivalently

Sp(2m) = {A ∈ GL(2m) |A∗J0A = J0} ,

where A∗ denote the adjoint of A (i.e. the transpose of the matrix defining A). We
denote by Sp0(2m) the subgroup of Sp(2m) consisting of automorphisms having 1
as an eigenvalue, and by Sp∗(2m) the complementary subspace of Sp(2m), i.e.

Sp0(2m) = {A ∈ Sp(2m) | det(A− I) = 0} , Sp∗(2m) = Sp(2m) \ Sp0(2m).

The space Sp∗(2m) is the disjoint union of the two connected components Sp+(2m)
and Sp−(2m) given by

Sp±(2m) = {A ∈ Sp(2m) | ± det(A− I) > 0} .

Every symplectic automorphism A admits a unique polar decomposition A = PQ,
where P = (AA∗)1/2 is a symmetric and positive definite automorphism in Sp(2m),
while Q = (AA∗)−1/2A ∈ Sp(2m) ∩O(2m). Moreover, the map A 7→ (AA∗)−1/2A is
a retraction r : Sp(2m)→ Sp(2m)∩O(2m) coming from the deformation retraction
rt : Sp(2m)→ Sp(2m) given by

rt(A) = (AA∗)−t/2A.(I.6)

In particular r is a homotopy equivalence. Moreover, if we consider the general linear
group of Cm as a subgroup of GL(2m) via the embedding

X + iY 7−→
[
X −Y
Y X

]
, ∀X + iY ∈ GL(m,C),

then Sp(2m) ∩ O(2m) is identified with the unitary group U(m). We denote by
detC(M) : Sp(2m) ∩O(2m)→ S1 ⊂ C the complex determinant function, that is

detC

([
X −Y
Y X

])
:= det(X + iY ), ∀M =

[
X −Y
Y X

]
∈ Sp(2m) ∩O(2m).

Let P be the space of continuous paths Ψ : [0, 1]→ Sp(2m) such that Ψ(0) = I.
This space is the disjoint union of the subspaces P∗ and P0 given by the Ψ’s such
that Ψ(1) ∈ Sp∗(2m) and Ψ(1) ∈ Sp0(2m) respectively. We want to introduce an
index for paths that belongs to P. At first, we do it for paths Ψ ∈ P∗. Since
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Sp+(2m) and Sp−(2m) are path connected, there exist a (non unique) path Ψ̃ :
[1, 2]→ Sp∗(2m) such that Ψ̃(1) = Ψ(1) and Ψ̃(2) ∈ {W+,W−}, where

W+ = −I ∈ Sp+(2m),

W− =





2
−1

. . .

−1

1/2
−1

. . .

−1





∈ Sp−(2m).

We denote by Ψ • Ψ̃ : [0, 2]→ Sp(2m) the concatenation of the paths Ψ and Ψ̃, i.e.

(Ψ • Ψ̃)(t) =

{
Ψ(t), t ∈ [0, 1],

Ψ̃(t), t ∈ [1, 2].

Since

det2C ◦ r ◦ (Ψ • Ψ̃)(0) = det2C ◦ r(I) = 1 = det2C ◦ r(W±) = det2C ◦ r ◦ (Ψ • Ψ̃)(2),

the composition det2C◦r◦(Ψ•Ψ̃) can be considered as a map of the form R/2Z→ S1,
namely a map between two topological circles. We define the Conley-Zehnder
index ι(Ψ) of the path Ψ ∈ P∗ as the Brouwer degree of the above composition,
i.e.

ι(Ψ) := deg
(
det2C ◦ r ◦ (Ψ • Ψ̃)

)
∈ Z.

It turns out that the integer computed by the above formula is independent of the
chosen extension Ψ̃ of the path Ψ, hence ι(Ψ) is well defined. We refer the reader to
the celebrated paper3 of Salamon and Zehnder [SZ, section 3] for the proofs of this
fact and of the following statement.

Proposition I.4. The Conley-Zehnder index satisfies the following properties:

(Naturality) For each path Ψ ∈ P∗ and for each symplectic automorphism A ∈
Sp(2m) we have ι(Ψ) = ι(A−1ΨA).

(Homotopy) If Ψ : [0, 1]×[0, 1] → Sp(2m) is a homotopy in P∗, i.e. Ψ is continuous
and Ψ(s, ·) ∈ P∗ for each s ∈ [0, 1], then ι(Ψ(s, ·)) = ι(Ψ(0, ·)) for each
s ∈ [0, 1].

3In [SZ], Salamon and Zehnder call “Maslov index” the Conley-Zehnder index of a path in the
symplectic group. In the classical literature, people call Maslov index an integer invariant for loops
in the symplectic group (and also for paths in the Lagrangian Grassmannian of (R2m, ω0)).
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Following Long [Lo2, page 143], The Conley-Zehnder index of paths in P0 is defined
by lower semicontinuity extension as

ι(Ψ) := lim inf
Ψ′ → Ψ
Ψ′ ∈ P∗

ι(Ψ′), ∀Ψ ∈P0.(I.7)

For each Ψ ∈P, we denote by ν(Ψ) the algebraic multiplicity of 1 as an eigenvalue
of Ψ(1), i.e.

ν(Ψ) := dim ker(Ψ(1)− I).

Notice that the paths Ψ with non-zero ν(Ψ) are precisely the ones in P0. We
refer to the pair of integers (ι(Ψ), ν(Ψ)) as to the Conley-Zehnder-Long index
pair of Ψ ∈P. By (I.7), it is immediate that the Conley Zehnder index satisfies the
naturality property of proposition I.4 even for paths Ψ ∈P0. The general homotopy
invariance property is the following (see [Lo2, page 145] for a proof).

Proposition I.5 (Homotopy). Let Ψ : [0, 1] × [0, 1] → Sp(2m) be a continuous
map such that Ψ(s, ·) ∈ P and ν(Ψ(s, ·)) = ν(Ψ(0, ·)) for each s ∈ [0, 1]. Then
ι(Ψ(s, ·)) = ι(Ψ(0, ·)) for each s ∈ [0, 1].

Remark I.2. So far we have introduced the Conley-Zehnder-Long index pair for
paths parametrized on [0, 1]. This invariant, by its definition, is independent of the
parametrization of the involved path. Hence, we can also define the Conley-Zehnder-
Long index pair of the path Ψ : [a, b]→ Sp(2m), with Ψ(a) = I, as the index pair of
a reparametrization of Ψ on the interval [0, 1]. �

Before going back to consider periodic orbits of a Hamiltonian system, we want
to discuss the behavior of the Conley-Zehnder-Long index pair under “iteration” of
a path. If Ψ ∈ P, we define its nth iteration as the path Ψ[n] : [0, n] → Sp(2m)
defined by

Ψ[n](j + t) := Ψ(t)Ψ(1)...Ψ(1)︸ ︷︷ ︸
j times

, ∀j ∈ {0, ..., n − 1} , t ∈ [0, 1].

The following statement, due to Liu and Long (see [LL, theorem 1.1] for a proof),
shows that the the Conley-Zehnder index grows linearly with respect to the iteration
exponent n ∈ N.

Theorem I.6 (Iteration inequality). For each Ψ ∈P, the following limit exists
and it is finite:

ι̂(Ψ) = lim
n→∞

ι(Ψ[n])

n
.(I.8)

Moreover, the following inequality holds:

n ι̂(Ψ)−m ≤ ι(Ψ[n]) ≤ n ι̂(Ψ) +m− ν(Ψ[n]), ∀n ∈ N.
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The real number ι̂(Ψ) given by (I.8) is called mean Conley-Zehnder index of Ψ.
Now, let us consider a 1-periodic Hamiltonian H : R/Z×T∗M → R. Following

Abbondandolo and Schwarz [AS], we want to show how to assign a Conley-Zehder-
Long index pair to a periodic orbit Γ : R/nZ→ T∗M of the Hamiltonian system of
H . We will assume that the pull-back bundle γ∗TM is trivial, where γ = τ∗ ◦ Γ :
R/nZ→M and τ∗ : T∗M →M is the projection of the cotangent bundle onto the
base manifold. This assumption is verified if the orbit γ is contractible, or whenever
the manifold M is orientable (in fact, in this latter case, γ∗TM would be an oriented
vector bundle over the circle and therefore it must be trivial). For the general case,
that is not relevant for our purposes, we refer the reader to Weber [We].

In order to simplify the notation, let us assume that n = 1, so that Γ is a
1-periodic orbit (then everything will go through word-by-word in any integer pe-
riod, see remark I.2). We denote by TverT∗M the vertical subbundle of TT∗M ,
i.e. TverT∗M = ker(Tτ∗). It is straightforward to verify that this vector bundle is
isomorphic to the pull-back of TM by the map τ∗. Therefore, the pull-back bundle
Γ∗TverT∗M is trivial, being

Γ∗TverT∗M ≃ Γ∗(τ∗)∗TM ≃ γ∗TM.

Consider an almost complex structure J on T∗M compatible with the canonical
symplectic structure ω of T∗M . This means precisely that ω(·, J·) is a Riemannian
metric on T∗M . With respect to this metric, we can fix an orthogonal trivialization

φ̃ : R/Z×Rm ≃−→Γ∗TverT∗M,

and then we can extend φ̃ to a trivialization

φ : R/Z×R2m ≃−→Γ∗TT∗M,

as

φ(t, ·) = (−J ◦ φ̃(t, ·) ◦ J0)⊕ φ̃(t, ·), ∀t ∈ R/Z,

where J0 is the standard complex structure on R2m introduced previously. By
construction, the obtained trivialization φ sends the vertical Lagrangian subspace
Vm := {0} ×Rm ⊂ R2m diffeomorphically onto the vertical subbundle Γ∗TverT∗M ,
i.e.

φ|R/Z×Vm : R/Z×Vm ≃−→Γ∗TverT∗M.(I.9)

Let e1, ..., em, f1, ..., fm be the standard symplectic basis of R2m, which means that
e1, ..., em is an orthonormal base of Rm × {0} and f1, ..., fm is an orthonormal base
of Vm = {0} ×Rm with fj = J0ej for each j ∈ {1, ...,m}. Then, for each t ∈ R/Z,
if we put

f̃j := φ(t, fj) = φ̃(t, fj), ẽj := φ(t, ej) = −J ◦ φ̃(t, ·) ◦ J0ej = −Jf̃j,
∀j ∈ {1, ...,m} ,



16 § I.3 - THE CONLEY-ZEHNDER-LONG INDEX PAIR

it is straightforward to verify that ẽ1, ..., ẽm, f̃1, ..., f̃m is a symplectic basis of the
tangent space TΓ(t)T

∗M , which means

ω(ẽj , ẽh) = ω(f̃j, f̃h) = 0, ω(ẽj , f̃h) =

{
1 j = h,
0 j 6= h,

∀j, h ∈ {1, ...,m} .

This shows that the trivialization φ is symplectic, in the sense that

φ(t, ·)∗ω = ω0, ∀t ∈ R/Z,(I.10)

and therefore the differential of the Hamiltonian flow along Γ defines a path Γφ :
[0, 1]→ Sp(2m) as

Γφ(t) := φ(t, ·)−1 ◦ dΦt,0
H (Γ(0)) ◦ φ(0, ·), ∀t ∈ [0, 1].

Notice that Γφ(0) = I, hence Γφ ∈ P. We will use this path to define the Conley-
Zender index pair of the periodic orbit Γ. At first, we need some preliminaries.

We denote by Sp(2m,Vm) the subgroup of Sp(2m) consisting of those automor-
phisms that preserve the vertical Lagrangian subspace Vm ⊂ R2m, i.e.

Sp(2m,Vm) = {A ∈ Sp(2m) |AVm = Vm}

=

{[
A1 0
A2 A3

] ∣∣∣∣A
∗
1A3 = I, A∗

1A2 = A∗
2A1

}

Lemma I.7. Consider the inclusion j : Sp(2m,Vm) →֒ Sp(2m) and the induced
fundamental group homomorphism π1(j) : π1(Sp(2m,Vm)) → π1(Sp(2m)). Then
π1(j) is the zero homomorphism.

Proof. The deformation retraction of equation (I.6) restricts to a deformation re-
traction of Sp(2m,Vm) onto

Sp(2m,Vm) ∩U(m) =

{[
R 0
0 R

] ∣∣∣∣R ∈ O(m)

}
.

Therefore, we know that in the following diagram of inclusions

Sp(2m,Vm) � � j // Sp(2m)

Sp(2m,Vm) ∩U(m)
?�

∼

OO

� � h // U(m)
?�

∼

OO

the vertical arrows are homotopy equivalences, and in order to conclude we just need
to show that h induces the zero homomorphism between fundamental groups. The
complex determinant detC induces a fundamental group isomorphism

π1(detC) : π1(U(m))
≃−→π1(S

1) ≃ Z.
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Then, consider an arbitrary [ϑ] ∈ π1(Sp(2m,Vm) ∩U(m)), i.e.

ϑ : (R/Z, 0) → (Sp(2m,Vm) ∩U(m), I).

Since detC ◦ ϑ ≡ 1, we have π1(detC) ◦ π1(h)[ϑ] = [detC ◦ ϑ] = 0, and we conclude
π1(h)[ϑ] = 0. �

Lemma I.8. The Conley-Zehnder-Long index pair (ι(Γφ), ν(Γφ)) is independent of
the trivialization φ, provided φ satisfies (I.9) and (I.10).

Proof. Let ψ : R/Z × R2m ≃−→Γ∗TT∗M be another symplectic trivialization that
satisfies (I.9). Consider the loop ϑ : R/Z→ Sp(2m,Vm) defined by

ϑ(t) = φ(t, ·)−1 ◦ ψ(t, ·), ∀t ∈ R/Z.

Notice that
Γψ(t) = ϑ(t)−1 ◦ Γφ(t) ◦ ϑ(0), ∀t ∈ R/Z.

By lemma I.7 there exists a homotopy Θ : [0, 1]×R/Z→ Sp(2m) such that Θ(0, ·) =
ϑ, Θ(s, 0) = ϑ(0) for each s ∈ [0, 1], and Θ(1, ·) ≡ ϑ(0). Hence we can build a
homotopy Ω : [0, 1] × [0, 1]→ Sp(2m) as

Ω(s, t) = Θ(s, t)−1 ◦ Γφ(t) ◦ ϑ(0), ∀(s, t) ∈ [0, 1] × [0, 1],

such that Ω(0, ·) = Γψ, Ω(1, ·) = ϑ(0)−1 ◦ Γφ ◦ ϑ(0), Ω(s, 0) = Γψ(0) and Ω(s, 1) =
Γψ(1) for each s ∈ [0, 1]. Since the homotopy Ω fixes the endpoints of the homotoped
path, we have that ν(Ω(s, ·)) = ν(Γψ) for each s ∈ [0, 1], hence by the homotopy
invariance of the Conley-Zehnder index (proposition I.5) we conclude

ι(Γψ) = ι(Ω(s, ·)), ν(Γψ) = ν(Ω(s, ·)), ∀s ∈ [0, 1],

and in particular

ι(Γψ) = ι
(
ϑ(0)−1 ◦ Γφ ◦ ϑ(0)

)
, ν(Γψ) = ν

(
ϑ(0)−1 ◦ Γφ ◦ ϑ(0)

)
.

Finally, since ϑ(0)−1 ◦ Γφ ◦ ϑ(0) and Γφ are conjugated paths we immediately get

ν(Γψ) = ν
(
ϑ(0)−1 ◦ Γφ ◦ ϑ(0)

)
= ν(Γφ),

and, by the naturality property of the Conley-Zehnder index, we conclude

ι(Γψ) = ι
(
ϑ(0)−1 ◦ Γφ ◦ ϑ(0)

)
= ι(Γφ). �

By the above lemma we can define the Conley-Zehnder-Long index pair of the
periodic orbit Γ as the integers (ι(H ,Γ), ν(H ,Γ)) := (ι(Γφ), ν(Γφ)), where φ is any
trivialization satisfying (I.9) and (I.10).

As we did before for paths in the symplectic group, we define the nth iteration of
the periodic orbit Γ : R/Z→ T∗M as the closed curve Γ[n] : R/nZ→ T∗M defined
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by the composition of Γ with the n-fold covering map of the circle R/nZ → R/Z,
i.e.

Γ[n](j + t) = Γ(t), ∀j ∈ {0, ..., n − 1} , t ∈ R/Z.

If φ is any trivialization satisfying (I.10) and (I.9), we denote by Γ
[n]
φ : [0, n] →

Sp(2m) the path given by

Γ
[n]
φ (t) = φ(t, ·)−1 ◦ dΦt,0

H ◦ φ(0, ·), ∀t ∈ [0, n].

With this notation, the Conley-Zehnder-Long index pair of Γ[n] is

(ι(H ,Γ[n]), ν(H ,Γ[n])) = (ι(Γ
[n]
φ ), ν(Γ

[n]
φ )).

Since H is 1-periodic, we have Φt1,t0
H = Φt1−1,t0−1

H for each t0, t1 ∈ R such that the
left hand side is defined and, for each j ∈ N and t ∈ R/Z, we have

dΦj+t,0
H (Γ(0)) = dΦj+t,j

H (Γ(0)) dΦj,j−1
H (Γ(0)) dΦj−1,j−2

H (Γ(0))...dΦ1,0
H (Γ(0))

= dΦt,0
H (Γ(0)) dΦ1,0

H (Γ(0))...dΦ1,0
H (Γ(0))

︸ ︷︷ ︸
j times

.

Therefore, for each j ∈ {0, ..., n − 1} and t ∈ [0, 1], we have Γ
[n]
φ (j+t) = Γφ(t)Γφ(1)

n.
By theorem I.6 we readily obtain the following iteration inequality for the Conley-
Zehnder-Long index pair of a periodic orbit Γ:

(I.11) n ι̂(H ,Γ)−m ≤ ι(H ,Γ[n]) ≤ n ι̂(H ,Γ) +m− ν(H ,Γ[n]),

∀n ∈ N,

where ι̂(Γ) := ι̂(Γφ) ∈ [0,∞) is called the mean Conley-Zehnder index of Γ.

I.4 The Morse index and nullity pair

Let us consider a 1-periodic Tonelli Lagrangian L : R/Z×TM → R with associated
action A defined on some space of closed curves γ : R/Z→M by

A (γ) =

∫ 1

0
L (t, γ(t), γ̇(t)) dt.

Assume furthermore that a closed curve γ : R/Z → M is an extremal of this
functional, namely it is a smooth periodic solution of the Euler-Lagrange system
of L . We want to define a quadratic form that, euristically, represents the second
variation of the functional A at the extremal γ. Hence, let us consider a smooth
section σ of the pull-back bundle γ∗TM . Notice that σ is 1-periodic, being a map
of the form σ : R/Z → γ∗TM . We can use this section to define a homotopy
Σ : (−ε, ε) ×R/Z→M of γ as

Σ(s, t) := expγ(t)(s σ(t)), ∀(s, t) ∈ (−ε, ε) ×R/Z,
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where ε > 0 is a sufficiently small real constant and exp is the exponential map
associated to an arbitrary Riemannian metric on M . Then, the section σ is obtained
by differentiating the homotopy Σ in the s direction at s = 0, for

∂

∂s

∣∣∣∣
s=0

Σ(s, t) = d expγ(t)(0)(σ(t)) = σ(t) ∀t ∈ R/Z.

If we consider a finite atlas U = {φα : Uα → Rm |α = 0, ..., u} forM , as in section I.1,
we can find a subdivision 0 = r0 < r1 < ... < rn = 1 such that the support
γ([rk, rk+1]) is contained in some coordinate domain Uαk

, for each k = 0, ..., n − 1.
We define

Bγ(σ) :=
d2

ds2

∣∣∣∣
s=0

A (Σ(s, t))

=
d

ds

∣∣∣∣
s=0

n−1∑

k=0

m∑

j=1

∫ rk+1

rk

[
∂L

∂vjαk

(
t,Σ(s, t),

∂Σ

∂t
(s, t)

)
∂2Σj

αk

∂s ∂t
(s, t)

+
∂L

∂qjαk

(
t,Σ(s, t),

∂Σ

∂t
(s, t)

)
∂Σj

αk

∂s
(s, t)

]
dt

=
n−1∑

k=0

m∑

j,h=1

∫ rk+1

rk

[
∂2L

∂vhαk
∂vjαk

(t, γ, γ̇)σ̇jαk
σ̇hαk

+ 2
∂2L

∂vhαk
∂qjαk

(t, γ, γ̇)σjαk
σ̇hαk

+
∂2L

∂qhαk
∂qjαk

(t, γ, γ̇)σjαk
σhαk

]
dt ∈ R.

Notice that Bγ(σ) is independent of the particular choice of the homotopy Σ, and
for each r ∈ R we have Bγ(rσ) = r2Bγ(σ). This shows that Bγ is a well defined
quadratic form, and by polarization we can define the symmetric bilinear form

(I.12) Bγ(σ, ξ) :=
1

2
[Bγ(σ + ξ)−Bγ(σ − ξ)]

=

n−1∑

k=0

m∑

j,h=1

∫ rk+1

rk

[
∂2L

∂vhαk
∂vjαk

(t, γ, γ̇)σ̇jαk
ξ̇hαk

+
∂2L

∂vhαk
∂qjαk

(t, γ, γ̇)σjαk
ξ̇hαk

+
∂2L

∂qhαk
∂vjαk

(t, γ, γ̇)σ̇jαk
ξhαk

+
∂2L

∂qhαk
∂qjαk

(t, γ, γ̇)σjαk
ξhαk

]
dt,

where σ and ξ are smooth sections of γ∗TM . The above expression still makes sense
if we only require that σ and ξ have W 1,2 regularity4, and actually Bγ extends to a
continuous symmetric bilinear form

Bγ : W 1,2(γ∗TM)⊗W 1,2(γ∗TM)→ R,

where we denoted by W 1,2(γ∗TM) the Hilbert space of W 1,2 sections of γ∗TM .

4See section II.1 for the background on W 1,2 sections of the pull-back bundle γ∗TM .
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We define the nullity ν(Bγ) of Bγ as the dimension of its null-space, i.e.

ν(Bγ) := dim
{
ζ ∈W 1,2(γ∗TM) |Bγ(ζ, ·) = 0

}
.

Then, we define the Morse index ι(Bγ) of Bγ as the supremum of the dimensions
of the vector subspaces W ⊆ W 1,2(γ∗TM) such that the restriction Bγ |W⊗W is
negative definite. Notice that, for now, we are not claiming that ι(Bγ) is the Morse
index of the functional A at γ. In fact we have not introduced any functional setting
for the functional A , and it does not even make sense to speak about its critical
points.

The Morse index ι(Bγ) and the nullity ν(Bγ), a priori, might be infinite. How-
ever, this is not the case as long as the involved Lagrangian L is Tonelli, as a
consequence of the following fundamental result.

Theorem I.9 (Index theorem). Let H : R/Z × TM → R be the Hamiltonian
that is Legendre-dual to L , and Γ : R/Z → T∗M the Hamiltonian periodic orbit
corresponding to γ, i.e. Γ(t) = (γ(t), ∂vL (t, γ(t), γ̇(t))) for each t ∈ R/Z. If γ∗TM
is a trivial bundle, then the Morse index and nullity pair of Bγ concides with the
Conley-Zehnder-Long index pair of Γ, i.e.

(ι(Bγ), ν(Bγ)) = (ι(H ,Γ), ν(H ,Γ)).

The above result, in this generality, is due to Long and An [LA, Lo2], and it is
based on previous results by Duistermaat [Du] and Viterbo [Vi] (see also [Ab] for a
functional analytic proof). The choice of period 1 that we have made so far is only
for syntactic convenience, but all the arguments go through for periodic orbits of
any period that is a multiple of the period of the considered Lagrangian function L .



Chapter II

Functional setting for the

Lagrangian action

In order to apply the machinery of critical point theory to study periodic solutions
of Tonelli Lagrangian systems on a closed manifold M , one is tempted to find a
nice functional setting for the Lagrangian action functional: a suitable free loop
space on M with a (infinite dimensional) manifold structure, over which the action
functional is regular, say at least C1, and such that its sublevels satisfy some sort of
compactness, such as the Palais-Smale condition. For the special case of the geodesic
action functional, a suitable free loop space is known to be the Hilbert manifold
W 1,2(R/Z;M), see [Kl, chapter 1]. In the general case of a Tonelli Lagrangian, a
functional setting over which the action functional fulfills the above requirements
is not known. However, W 1,2(R/Z;M) is still a good choice for the subclass of
Lagrangians that are fiberwise convex with fiberwise quadratic-growth: the fact
that a Lagrangian grows at most quadratically guarantees that the action functional
is regular on the W 1,2 free loop space, while the fact that the Lagrangian grows at
least quadratically implies the Palais-Smale condition.

In section II.1 we recall how to construct a Hilbert manifold structure on the
W 1,2 free loop space. In section II.2 we briefly discuss some topological properties
of this free loop space that will be useful in the forthcoming chapters. Finally, in
section II.3 we introduce the class of “convex quadratic-growth” Lagrangians and,
following [Ben] and [AS2], we discuss the regularity of the action functional and we
prove that it satisfies the Palais-Smale condition.

II.1 A Hilbert manifold structure for the free loop space

Let M be a smooth closed manifold of dimension m. The free loop space of M is,
loosely speaking, a set of maps from the circle T = R/Z to the manifold M . It may
be the set of all the continuous maps C0(T;M), as it is common in topology, or the

21
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smaller set of all the smooth maps C∞(T;M), as it is often considered in differential
geometry. Each of these spaces is endowed with the corresponding topology, i.e. the
one induced by the uniform convergence for C0(T;M) and the one induced by the
uniform convergence of all the derivatives for C∞(T;M). In nonlinear analysis it is
rather useful to consider an intermediate loop space, as W 1,2(T;M), that has the
structure of an infinite dimensional Hilbert manifold.

A possible way to define W 1,2(T;M) is the following. By the Whitney embedding
theorem, there exists a smooth embedding M →֒ R2m+1, and we define

W 1,2(T;M) :=
{
γ ∈W 1,2(T;R2m+1) | γ(T) ⊂M

}
,

where W 1,2(T;R2m+1) is, as usual, the Sobolev space of L2 maps γ : T → R2m+1

whose (weak) derivative is in L2. Notice that the above is a good definition, since
by the Sobolev embedding theorem we know that the maps in W 1,2(T;R2m+1) are
continuous, and therefore it makes sense to talk about the image of these maps.

The maps in W 1,2(T;M) can be approximated by smooth maps in the topology
of the uniform convergence. In fact, consider a tubular neighborhood N ⊆ R2m+1 of
M , with retraction r : N →M . If γ ∈W 1,2(T;M), by the density of C∞(T;R2m+1)
in W 1,2(T;R2m+1) there exists a sequence {γk} ⊂ C∞(T;R2m+1) that converges to
γ in W 1,2(T;R2m+1) and in particular uniformly. Hence the sequence {r ◦ γk} ⊂
C∞(T;M) still converges to γ uniformly.

Now, following [Kl, chapter 1], we want to show that W 1,2(T;M) can be endowed
with the structure of Hilbert manifold. At first, we put a Riemannian metric 〈·, ·〉· on
M , for instance the pull-back of the flat metric on R2m+1 via the embedding M →֒
R2m+1, and we denote by | · |· the corresponding norm. For each γ ∈ W 1,2(T;M),
we denote by W 1,2(γ∗TM) the space of W 1,2 sections of γ∗TM , namely the space
of continuous sections ξ of γ∗TM that are weakly differentiable and such that the
following quantity is finite:

∫ 1

0

[
|ξ(t)|γ(t) + |∇tξ|γ(t)

]
dt.

Here, ∇t denotes the covariant derivative induced by the Levi-Civita connection of
the Riemannian manifold (M, 〈·, ·〉·). It turns out that W 1,2(γ∗TM) is a separable
Hilbert space, with inner product given by

〈〈ξ, ζ〉〉γ :=

∫ 1

0

[
〈ξ(t), ζ(t)〉γ(t) + 〈∇tξ,∇tζ〉γ(t)

]
dt, ∀ξ, ζ ∈W 1,2(γ∗TM).

It is in some sense analogous to the Sobolev space W 1,2(T;Rm), since for each
ξ ∈ W 1,2(γ∗TM) and t ∈ T the point ξ(t) belongs to the m-dimensional vector
space Tγ(t)M .

Now, let us fix γ ∈ C∞(T;M). For each ε > 0 we denote by Uε the ε-open
neighborhood of the zero section of TM , i.e. if τ : TM → M denotes the projec-
tion onto the base, Uε =

{
v ∈ TM | |v|τ(v) < ε

}
. Then, we denote by W 1,2(γ∗Uε)

the subspace of W 1,2(γ∗TM) consisting of those sections that take values in the
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neighborhood Uε. If ε is less than the injectivity radius of M , we know that the
exponential map expq : Uε ∩ TqM → M is a diffeomorphism onto its image. By
means of the exponential map, we can define an injective map

expγ : W 1,2(γ∗Uε)→W 1,2(T;M)

as
expγ(ξ)(t) := expγ(t)(ξ(t)), ∀ξ ∈W 1,2(γ∗Uε), t ∈ R/Z.

We denote by Uγ ⊂ W 1,2(T;M) the image of the map expγ . It is easy to see that
Uγ is an open set in W 1,2(T;M), hence the map expγ is a homeomorphism onto it.
By the density argument given above, the family {Uγ | γ ∈ C∞(T;M)} is an open
cover of the loop space W 1,2(T;M). Moreover, if we consider γ1, γ2 ∈ C∞ such that
Uγ1 ∩Uγ2 6= ∅, it turns out that the composition

exp−1
γ1 ◦ expγ2 |expγ2

(Uγ1∩Uγ2 ) : expγ2(Uγ1 ∩Uγ2)→ expγ1(Uγ1 ∩Uγ2)

is a diffeomorphism between open subsets of the Hilbert spaces W 1,2(γ∗2TM) and
W 1,2(γ∗1TM). With this in mind, we can endow the free loop space W 1,2(T;M) with
a Hilbert manifold structure given by the atlas

{
(Uγ , exp−1

γ ) | γ ∈ C∞(T;M)
}
. The

tangent space of W 1,2(T;M) at a point γ is given by TγW
1,2(T;M) = W 1,2(γ∗TM),

and 〈〈·, ·〉〉· is a Hilbert-Riemannian metric on W 1,2(T;M). By means of this met-
ric, W 1,2(T;M) turns out to be a complete Hilbert-Riemannian manifold (see the
definition in section A.3).

Remark II.1. An analogous Hilbert-Riemannian manifold is the path space

W 1,2(I;M) :=
{
χ ∈W 1,2(I;R2m+1) |χ(I) ⊂M

}
,

where I is the interval [0, 1] ⊂ R. An atlas for the path space is given by charts of the
form (Vλ, exp−1

λ ), where Vλ ⊂W 1,2(I;M) is an open neighborhood of λ ∈ C∞(I;M)
and expλ : W 1,2(λ∗Uε)→ Vλ is still defined by

expλ(ϑ)(t) := expλ(t)(ϑ(t)), ∀ϑ ∈W 1,2(λ∗Uε) ⊆W 1,2(λ∗TM), t ∈ I.

Since the interval I is contractible, the pull-back bundle λ∗TM admits a smooth
trivialization φλ : λ∗TM → I × Rm. This trivialization induces an isomorphism of
Hilbert spaces

W 1,2(φλ) : W 1,2(λ∗TM)
≃−→W 1,2(I;Rm)

given by

W 1,2(φλ)(ξ)(t) = π2 ◦ φλ(t, ξ(t)), ∀ξ ∈W 1,2(λ∗TM), t ∈ I,

where π2 : I×Rm → Rm is the projection onto the Rm factor of I×Rm. This shows
that the path space W 1,2(I;M) also admits an atlas {(Vλ,Φλ) |λ ∈ C∞(I;M)} with
charts of the form Φλ : Vλ →W 1,2(I;Rm) given by

Φλ = W 1,2(φλ) ◦ exp−1
λ .

The free loop space W 1,2(T;M) is a smooth Hilbert submanifold of the path space
W 1,2(I;M), as well as W 1,2(T;Rm) is a Hilbert subspace of W 1,2(I;Rm). �
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Remark II.2. In computing expressions involving local coordinates, it is often use-
ful to work with other charts of the loop space W 1,2(T;M) that are compatible with
the ones in the introduced atlas

{
(Uγ , exp−1

γ ) | γ ∈ C∞(T;M)
}
. This charts are ob-

tained as follows. Consider γ ∈ C∞(T;M), and denote by π : I → T the quotient
map that sends the interval onto the circle T ≃ I/ {0, 1}. As we have already dis-
cussed in the previous remark, the pull-back bundle (γ ◦ π)∗TM admits a smooth
trivialization ϑγ : (γ ◦ π)∗TM → I × Rm. Now, let π2 : I × Rm → Rm denote the
projection onto the Rm factor of I × Rm. We introduce the m-dimensional vector
subspace Vγ ⊂ Rm ×Rm given by

Vγ =
{
(π2 ◦ ϑγ(0, v), π2 ◦ ϑγ(1, v)) | v ∈ Tγ(0)M = Tγ(1)M

}
,

and we denote by W 1,2
Vγ

(I;Rm) the Hilbert subspace of W 1,2(I;Rm) consisting of
those loops whose pair of endpoints belongs to Vγ , i.e.

W 1,2
Vγ

(I;Rm) =
{
χ ∈W 1,2(I;Rm) | (χ(0), χ(1)) ∈ Vγ

}
.

The trivialization ϑγ induces an isomorphism of Hilbert spaces

W 1,2(ϑγ) : W 1,2(γ∗TM)
≃−→W 1,2

Vγ
(I;Rm)

given by

W 1,2(ϑγ)(ξ)(t) = π2 ◦ ϑγ(t, ξ(t)), ∀ξ ∈W 1,2(γ∗TM), t ∈ [0, 1].

Now, if we put

Θγ := W 1,2(ϑγ) ◦ exp−1
γ : Uγ →W 1,2

Vγ
(I;Rm),

the family of charts {(Uγ ,Θγ) | γ ∈ C∞(T;M)} is another smooth atlas, compatible
with the one introduced above, for the free loop space W 1,2(T;M). Notice that,
whenever the bundle γ∗TM is trivial (e.g. if γ is contractible), we immediately get
a chart Θλ : Uγ →W 1,2

Vγ
(I;Rm) with Vγ = {(v, v) | v ∈ Rm}, so that W 1,2

Vγ
(I;Rm) =

W 1,2(T;Rm). �

Now, let us consider a non-zero positive integer n ∈ N. If we denote by T[n] the
n-periodic circle R/nZ, the n-periodic free loop spaceW 1,2(T[n];M) is diffeomor-
phic to the 1-periodic one W 1,2(T;M) simply by the map γ 7→ γ̃, where γ̃(t) = γ(nt)
for each t ∈ [0, 1]. On W 1,2(T[n];M) we can put the rescaled Hilbert-Riemannian
metric given by

〈〈ξ, ζ〉〉γ :=
1

n

∫ n

0

[
〈ξ(t), ζ(t)〉γ(t) + 〈∇tξ,∇tζ〉γ(t)

]
dt,

∀γ ∈W 1,2(T[n];M), ξ, ζ ∈W 1,2(γ∗TM).
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As we already did in section I.3 for loops in cotangent bundles, we introduce the nth

iteration map ψ[n] : W 1,2(T;M) →֒W 1,2(T[n];M) defined by

ψ[n](γ) = γ[n], ∀γ ∈W 1,2(T;M),

where γ[n] is the composition of γ with the n-fold covering map of the circle T[n] → T.
We can easily show that the iteration map ψ[n] is smooth. In fact, if we con-
sider two correspondent charts (Uγ , exp−1

γ ) and (Uγ[n] , exp−1
γ[n]) of W 1,2(T;M) and

W 1,2(T[n];M), the composition exp−1
γ[n] ◦ψ[n] ◦ expγ is simply the analogous iteration

map between the Hilbert spaces W 1,2(γ∗TM) and W 1,2(γ[n]∗TM). This latter, in
turn, is a linear continuous map and in particular it is smooth, hence ψ[n] is smooth
as well.

For each γ ∈W 1,2(T;M), the differential of the iteration map at γ

dψ[n](γ) : W 1,2(γ∗TM)→W 1,2(γ[n]∗TM)

is still the iteration map between the above Hilbert spaces, i.e. dψ[n](γ)ξ = ξ[n] for
each ξ ∈W 1,2(γ∗TM). By our choice of the Hilbert-Riemannian metrics on the loop
spaces, we have

〈〈ξ, ξ〉〉γ = 〈〈ξ[n], ξ[n]〉〉γ[n] , ∀ξ ∈W 1,2(γ∗TM).

This shows that ψ[n] is an isometry, and we can considerW 1,2(T;M) as a submanifold
of W 1,2(T[n];M) with the pulled-back Hilbert-Riemannian metric.

II.2 Topological properties of the free loop space

In terms of homotopy type, the free loop spaces C∞(T;M), W 1,2(T;M) and C0(T;M)
are indistinguishable. The fact that the inclusion W 1,2(T;M) ⊆ C0(T;M) is a ho-
motopy equivalence follows from an abstract theorem of Palais [Pa2, page 5] about
dense inclusions of infinite dimensional vector spaces, and can be found in [Kl, page
15]. Here, we give a proof that the inclusion C∞(T;M) ⊆ W 1,2(T;M) is also a
homotopy equivalence, by means of a simple convolution technique.

Proposition II.1. The continuous inclusion C∞(T;M) ⊂ W 1,2(T;M) is a homo-
topy equivalence.

Proof. We will prove the statement building a continuous homotopy

J : [0, 1] ×W 1,2(T;M)→ W 1,2(T;M)

such that J (0, ·) is the identity on W 1,2(T;M), and J (1, ·) is a map of the form
J (1, ·) : W 1,2(T;M)→ C∞(T;M) that is continuous with respect to the topologies
of W 1,2(T;M) and C∞(T;M).
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At first, we define a smooth function k : R→ R as

k(t) =

{
C exp

(
1

t2−1

)
, if |t| < 1,

0, if |t| ≥ 1,

where C > 0 is a constant such that
∫

R

k(t) dt = 1.

For each ε > 0 we define a smooth function kε : R → R as kε(t) = ε−1k(tε−1).
Notice that

∫

R

kε(t) dt = 1, ∀ε > 0,

and kε tends to the Dirac delta as ε → 0, in the sense of distributions. The func-
tions in the family {kε | ε > 0} can be used as convolution kernels to regularize W 1,2

maps (in the convolution literature, this family is sometimes called approximate
identity, see for instance [Ru, page 157]). We define

K : (0,∞)×W 1,2(T;R2m+1)→ C∞(T;R2m+1)(II.1)

as K (ε, ζ) = kε ∗ ζ for each ε > 0 and ζ ∈W 1,2(T;R2m+1), i.e.

K (ε, ζ)(t) =

∫

R

kε(t− s)ζ(s) ds ∀t ∈ R.

Notice that K is in fact a map of the form (II.1) (since the convolution of periodic
maps is still periodic) and it is a continuous map. Moreover K can be continuously
extended to a continuous map

K : [0,∞)×W 1,2(T;R2m+1)→ W 1,2(T;R2m+1)

by setting K (0, ζ) = ζ for each ζ ∈W 1,2(T;R2m+1).
Recall that, by the Whitney embedding theorem, we may assume that M is a

closed submanifold of R2m+1. Consider a tubular neighborhood N ⊆ R2m+1 of M ,
and a corresponding retraction r : N →M . This retraction induces a smooth map

W 1,2(r) : W 1,2(T;N)→ W 1,2(T;M)

given by W 1,2(r)(ζ) = r ◦ ζ, for each ζ ∈ W 1,2(T;N). Moreover, W 1,2(r) restricts
to a smooth map

C∞(r) : C∞(T;N)→ C∞(T;M).

Notice that W 1,2(T;N) and C∞(T;N) are open subsets of W 1,2(T;R2m+1) and
C∞(T;R2m+1) respectively.

Now, for each γ ∈ C∞(T;M) we choose a real εγ > 0 and an open neighbor-
hood Wγ ⊂ W 1,2(T;M) of γ such that K ([0, ε0] ×Wγ) ⊂ W 1,2(T;N). The family
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W = {Wγ | γ ∈ C∞(T;M)} is an open cover of W 1,2(T;M), and since this latter
is a Hilbert manifold (in particular, it is paracompact) there exists a partition of
unity {ργ | γ ∈ C∞(T;M)} subordinated to the open cover W. We define a smooth
function ε : W 1,2(T;M)→ (0,∞) by

ε(ζ) :=
∑

γ∈C∞(T;M)

εγργ(ζ).

Notice that K (ε(ζ), ζ) ∈ C∞(T;N) for each ζ ∈ W 1,2(T;M). A homotopy J as
claimed at the beginning can be built by setting

J (s, ζ) := W 1,2(r) ◦K (sε(ζ), ζ) .

This concludes the proof. �

In literature there are several results concerning the richness of the homology
and homotopy of the free loop space under certain conditions on the manifold M ,
see for instance [VPS]. For our purposes, we only need to remark that the free loop
space contains all the homology and homotopy of the manifold M . We denote by
ι : M →֒ W 1,2(T;M) the map that sends a point to the constant loop at that point,
i.e. ι(q)(t) = q for each q ∈M and t ∈ T.

Proposition II.2. The homotopy and homology homomorphisms induced by ι are
injective.

Proof. Let ev : W 1,2(T;M)→M be the evaluation map defined by ev(γ) = γ(0)
for each γ ∈ W 1,2(T;M). This map is easily seen to be continuous (and even
smooth), since it is the restriction of the bounded linear map ev : W 1,2(T;R2m+1)→
R2m+1 defined analogously. We obtain the following commutative diagram of con-
tinuous maps

W 1,2(T;M)

ev

##GGGGGGGGGGG

M
-


ι

;;wwwwwwwwwww idM // M

The homotopy endomorphism π∗(idM ) : π∗(M) → π∗(M) is the identity, and in
particular it is group isomorphism. By functoriality, we have π∗(idM ) = π∗(ev) ◦
π∗(ι), and therefore π∗(ι) is a monomorphism. The same argument goes through for
the homology functor. �

II.3 Convex quadratic-growth Lagrangians

Let M be an m-dimensional closed manifold, over which we fix a Riemannian metric
〈·, ·〉· and a finite atlas (so that every expression that involves local coordinates will
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be implicitly understood with respect to some chart of this atlas). We will consider
smooth Lagrangian functions L : [0, 1] × TM → R that satisfy the following two
conditions:

(Q1) there is a positive constant ℓ0 such that

m∑

i,j=1

∂2L

∂vi ∂vj
(t, q, v)wiwj ≥ ℓ0 |w|2q ,

for all (t, q, v) ∈ [0, 1] × TM and all w ∈ TqM ;

(Q2) there is a positive constant ℓ1 such that
∣∣∣∣
∂2L

∂vi ∂vj
(t, q, v)

∣∣∣∣ ≤ ℓ1,
∣∣∣∣
∂2L

∂qi ∂vj
(t, q, v)

∣∣∣∣ ≤ ℓ1(1 + |v|q),
∣∣∣∣
∂2L

∂qi ∂qj
(t, q, v)

∣∣∣∣ ≤ ℓ1(1 + |v|2q),

for all (t, q, v) ∈ [0, 1] × TM and i, j = 1, ...,m.

If we integrate the inequalities in (Q2) along the fibers of TM we obtain, for some
positive constants ℓ3, ℓ4 > 0,

∣∣∣∣
∂L

∂vi
(t, q, v)

∣∣∣∣ ≤ ℓ3(1 + |v|q),(II.2)

∣∣∣∣
∂L

∂qi
(t, q, v)

∣∣∣∣ ≤ ℓ3(1 + |v|2q),(II.3)

|L (t, q, v)| ≤ ℓ4(1 + |v|2q),(II.4)

for all (t, q, v) ∈ [0, 1]×TM and i = 1, ...,m. Analogously, integrating the inequality
in (Q1) along the fibers of TM we get, for some positive constants ℓ5, ℓ6 > 0,

∣∣∣∣
∂L

∂vi
(t, q, v)

∣∣∣∣ ≥ ℓ5(|v|q − 1),

L (t, q, v) ≥ ℓ6(|v|2q − 1),

for all (t, q, v) ∈ [0, 1]×TM and i = 1, ...,m. Notice that the Euler-Lagrange system
is unchanged if we add a constant to the Lagrangian L . Therefore, adding ℓ6 to L
and putting ℓ := ℓ6 and ℓ := ℓ4 + ℓ6 we infer

ℓ |v|2q ≤ L (t, q, v) ≤ ℓ (|v|2q + 1), ∀(t, q, v) ∈ [0, 1] × TM.(II.5)

From these bounds we readily obtain that L is a Tonelli Lagrangian. In the follow-
ing, we will informally refer to the class of smooth Lagrangian functions that satisfy
(Q1) and (Q2) as the class of convex quadratic-growth Lagrangians.
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Apparently, conditions (Q1) and (Q2) depend on the choice of the Riemannian
metric and of the finite atlas on M . However, this is not the case, as stated by the
following.

Proposition II.3. Up to changing the constants ℓ0 and ℓ1, conditions (Q1) and
(Q2) are independent of the choice of the Riemannian metric and of the finite atlas
on M .

Proof. Let U = {φα : Uα → Rm |α = 0, ..., u} be the previously fixed atlas on
M , and consider another finite atlas U′ = {φβ : U ′

β → Rm |β = 0, ..., u′}. As
in section I.1, we denote by TU = {Tφα : TUα → Rm × Rm |α = 0, ..., u} and
TU′ = {Tφβ : TU ′

β → Rm ×Rm |β = 0, ..., u′} the associated atlases on the tangent
bundle of M . We denote the components of the introduced charts by

φα = (q1α, ..., q
m
α ), φβ = (q1β, ..., q

m
β ),

Tφα = (q1α, ..., q
m
α , v

1
α, ..., v

m
α ), Tφβ = (q1β, ..., q

m
β , v

1
β , ..., v

m
β ).

Notice that, whenever the domains of two charts φα ∈ U and φβ ∈ U′ intersect, on
the intersection we have

viα =
m∑

k=1

vkβ
∂qiα
∂qkβ

,
∂viα

∂vjβ
=
∂qiα

∂qjβ
,

∂viα

∂qjβ
=

m∑

k=1

vkβ
∂2qiα

∂qjβ ∂q
k
β

,
∂2viα

∂qjβ ∂q
h
β

=

m∑

k=1

vkβ
∂3qiα

∂qjβ ∂q
h
β ∂q

k
β

,

∀i, j, h ∈ {1, ...,m} .

By the compactness of M , there exists a constant c > 0 such that, for each φα ∈ U

and φβ ∈ U′ with Uα ∩ U ′
β 6= ∅ and for each q ∈ Uα ∩ U ′

β, v ∈ TqM and i, j ∈
{1, ...,m}, we have

∣∣∣∣∣
∂qiα

∂qjβ
(q)

∣∣∣∣∣ ≤ c,
∣∣∣∣∣
∂2qiα

∂qjβ ∂q
k
β

(q)

∣∣∣∣∣ ≤ c,
∣∣∣∣∣
∂viα

∂qjβ
(q, v)

∣∣∣∣∣ ≤ c |v|q ,
∣∣∣∣∣
∂2viα

∂qjβ ∂q
h
β

(q, v)

∣∣∣∣∣ ≤ c |v|q.

This, together with (Q2), implies that

∣∣∣∣∣
∂2L

∂viβ ∂v
j
β

(t, q, v)

∣∣∣∣∣ =

∣∣∣∣∣∣

m∑

h,k=1

∂2L

∂vhα ∂v
k
α

(t, q, v)
∂qhα
∂qiβ

(q)
∂qkα

∂qjβ
(q)

∣∣∣∣∣∣
≤ ℓ1c2m2,
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and, by (II.2) and (II.3), we have
∣∣∣∣∣
∂2L

∂qiβ ∂v
j
β

(t, q, v)

∣∣∣∣∣ =

∣∣∣∣∣
∂

∂qiβ

(
m∑

h=1

∂L

∂vhα
(t, q, v)

∂qhα

∂qjβ
(q)

)∣∣∣∣∣

=

∣∣∣∣∣

m∑

h=1

(
∂L

∂vhα
(t, q, v)

∂2qhα

∂qiβ ∂q
j
β

(q)

+
m∑

k=1

(
∂2L

∂qkα ∂v
h
α

(t, q, v)
∂qkα
∂qiβ

(q)
∂qhα

∂qjβ
(q)

+
∂2L

∂vkα ∂v
h
α

(t, q, v)
∂vkα
∂qiβ

(q)
∂qhα

∂qjβ
(q)

))∣∣∣∣∣

≤
m∑

h=1

(

ℓ3(1 + |v|q)c+

m∑

k=1

(
ℓ1(1 + |v|q)c2 + ℓ1c

2|v|q
)
)

≤ (mℓ3c+ 2m2ℓ1c
2)(1 + |v|q),∣∣∣∣∣

∂2L

∂qiβ ∂q
j
β

(t, q, v)

∣∣∣∣∣ =

∣∣∣∣∣
∂

∂qiβ

(
m∑

h=1

(
∂L

∂qhα
(t, q, v)

∂qhα

∂qjβ
(q) +

∂L

∂vhα
(t, q, v)

∂vhα

∂qjβ
(q)

))∣∣∣∣∣

=

∣∣∣∣∣

m∑

h=1

(
∂L

∂qhα
(t, q, v)

∂2qhα

∂qiβ ∂q
j
β

(q) +
∂L

∂vhα
(t, q, v)

∂2vhα

∂qiβ ∂q
j
β

(q)

+

m∑

k=1

(
∂2L

∂qkα ∂q
h
α

(t, q, v)
∂qkα
∂qiβ

(q)
∂qhα

∂qjβ
(q)

+
∂2L

∂vkα ∂q
h
α

(t, q, v)
∂vkα
∂qiβ

(q)
∂qhα

∂qjβ
(q)

+
∂2L

∂qkα ∂v
h
α

(t, q, v)
∂qkα
∂qiβ

(q)
∂vhα

∂qjβ
(q)

+
∂2L

∂vkα ∂v
h
α

(t, q, v)
∂vkα
∂qiβ

(q)
∂vhα

∂qjβ
(q)

))∣∣∣∣∣

≤
m∑

h=1

(
ℓ3(1 + |v|2q)c+ ℓ3(1 + |v|q)c|v|q

+

m∑

k=1

(
ℓ1(1 + |v|2q)c2 + ℓ1(1 + |v|q)c2|v|q

+ ℓ1(1 + |v|q)c2|v|q + ℓ1c
2|v|2q

))

≤ (3mℓ3c+ 6m2ℓ1c
2)(1 + |v|2q).

These estimates prove that condition (Q2) still holds with respect to the atlas U′,
up to replacing the constant ℓ1 with (3mℓ3c+6m2ℓ1c

2). Condition (Q1) holds with
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respect to the atlas U′, even without changing the constant ℓ0. In fact, for each
(t, q, v) ∈ R× TM and w ∈ TqM , we have

m∑

i,j=1

∂2L

∂viα ∂v
j
α

(t, q, v)wiαw
j
α =

d2

ds2

∣∣∣∣
s=0

L (t, q, v + sw) =
m∑

i,j=1

∂2L

∂viβ ∂v
j
β

(t, q, v)wiβw
j
β,

which implies that condition (Q1) is coordinate independent. Finally, the fact that
conditions (Q1) and (Q2) still hold with respect to a different Riemannian metric
follows from the compactness of M , together with the fact that all the Riemannian
metrics on it are locally equivalent. Namely, if 〈〈·, ·〉〉· is another Riemannian metric
on M with correspondent norm ‖ · ‖·, there exists a constant d ≥ 1 such that

d−1|v|q ≤ ‖v‖q ≤ d |v|q , ∀(q, v) ∈ TM. �

In [Ben], Benci showed that the action functional of convex quadratic-growth
Lagrangians is continuously differentiable and satisfies the Palais-Smale condition on
W 1,2(T;M). In the remaining of this section, we will prove these results following
[AS2]. Let us fix a smooth Lagrangian L : [0, 1] × TM → R. If L satisfies (Q2),
the action functional

A (χ) =

∫ 1

0
L (t, χ(t), χ̇(t)) dt, ∀χ ∈W 1,2(I;M),

is a well defined function A : W 1,2(I;M)→ R on the path space of M . In fact, the
inequality in (II.4) readily implies that every W 1,2 path has finite action. Moreover,
we have the following.

Proposition II.4. If the smooth Lagrangian L : [0, 1] × TM → R satisfies (Q2),
then its action functional A : W 1,2(I;M)→ R is C1. Its differential dA is Gateaux-
differentiable and locally Lipschitz-continuous.

The proof of this statement makes use of the following elementary fact about con-
vergences in metric spaces.

Lemma II.5. In a metric space, a sequence {xj} converges to x as j → ∞ if and
only if every subsequence {xj(k)} has a further subsequence {xj(k(h))} that converges
to x as h→∞.

Proof. The “only if” part is trivial. For the other implication, assume that {xj}
does not converge to x as j →∞. This means that there exists ε > 0 such that, for
each k ∈ N, there exists j(k) > k such that dist(xj(k), x) > ε. Hence the subsequence
{xj(k)} has no subsequences that converge to x. �

Proof of proposition II.4. Since the statement is of a local nature, we can work
in the image of some chart

Φλ : Vλ →W 1,2(I;Rm),
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see section II.1 for the notation. Let U be a sufficiently small neighborhood of the
origin in Rm, so that the open set W 1,2(I;U) ⊂ W 1,2(I;Rm) is contained in the
image of the chart Φλ. We put

Πλ := Φ−1
λ |W 1,2(I;U) : W 1,2(I;U)→ Vλ

and we define an embedding πλ : I× U ×Rm →֒ I× TM by

πλ(t, q, v) =
(
t, expλ(t) ◦ ϑ−1

λ (t, q),d(expλ(t) ◦ ϑ−1
λ )(t, q)(0, v)

)
,

∀(t, q, v) ∈ I× U ×Rm.

The pulled-back Lagrangian L ◦πλ : [0, 1]×U ×Rm → R is again convex quadratic-
growth, since conditions (Q1) and (Q2) are invariant with respect to coordinate
transformations of the form πλ (up to changing the constants ℓ0 and ℓ1 in conditions
(Q1) and (Q2)). The pulled-back functional A ◦ Πλ turns out to be the action
functional associated to the Lagrangian L ◦ πλ, i.e.

A ◦ Πλ(σ) =

∫ 1

0
L ◦ πλ(t, σ(t), σ̇(t)) dt, ∀σ ∈W 1,2(I;U).

Therefore, without loss of generality, we can prove the statement for the action
functional A : W 1,2(I;U)→ R of a convex quadratic-growth Lagrangian L : [0, 1]×
U ×Rm → R, where U is an open subset of Rm.

Consider λ ∈ W 1,2(I;U), σ ∈ W 1,2(I;Rm) and ε ∈ R with sufficiently small
absolute value so that λ+ εσ belongs to W 1,2(I;U). We have

A (λ+ εσ)−A (λ)

ε

=

∫ 1

0

∫ 1

0

[
〈∂qL (t, λ+ sεσ, λ̇+ sεσ̇), σ〉 + 〈∂vL (t, λ+ sεσ, λ̇+ sεσ̇), σ̇〉

]
dt ds,

where we denoted by ∂qL and ∂vL the gradients of L with respect to the q and v
variables respectively. By (II.2) and (II.3) we can apply the dominated convergence
theorem to assert that, for ε→ 0, the above quantity tends to

dA (λ)σ := lim
ε→0

A (λ+ εσ)−A (λ)

ε
=

∫ 1

0

[
〈∂qL (t, λ, λ̇), σ〉+ 〈∂vL (t, λ, λ̇), σ̇〉

]
dt.

The functional dA (λ) : W 1,2(I;Rm)→ R is the Gateaux differential of the action A
at λ, being a bounded linear functional on W 1,2(I;Rm). Now, we want to prove that
the map dA : W 1,2(I;U) → W 1,2(I;Rm)∗ is continuous, namely we want to prove
that, for an arbitrary sequence {λj} ⊂W 1,2(I;U) converging to some λ ∈W 1,2(I;U),
we have

sup
‖σ‖

W1,2=1
{dA (λj)σ − dA (λ)σ} −→

j→∞
0.
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Thus, let us assume that the sequence {λj} converges to λ in W 1,2(I;U). This
implies that {λj} converges to λ uniformly and {λ̇j} converges to λ̇ in L2, and in
particular there exists a curve f ∈ L2(I;U) such that |λ̇j | < f almost everywhere for
all j. The L2 convergence implies that, for every subsequence {λ̇j(k)}, there exists

a further subsequence {λ̇j(k(h))} converging to λ̇ almost everywhere. Therefore, by
(II.2) and (II.3), we can apply the dominated convergence theorem as before to get

∂qL (·, λj(k(h)), λ̇j(k(h))) −→
h→∞

∂qL (·, λ, λ̇) in L1(I;Rm),

∂vL (·, λj(k(h)), λ̇j(k(h))) −→
h→∞

∂vL (·, λ, λ̇) in L2(I;Rm).

These convergences, in turn, imply that {dA (λj(k(h)))} converges to dA (λ) in
W 1,2(I;Rm)∗ as h→∞. By lemma II.5 we conclude that the full sequence {dA (λj)}
converges to dA (λ) in W 1,2(I;Rm)∗ as h→∞, and by the total differential theorem
the functional A is C1 with Fréchét differential dA .

Now, consider λ ∈ W 1,2(I;U), σ, ρ ∈ W 1,2(I;Rm) and ε ∈ R with sufficiently
small absolute value so that λ+ ερ belongs to W 1,2(I;U). We have

dA (λ+ ερ)σ − dA (λ)σ

ε

=

∫ 1

0

∫ 1

0

[
〈∂2
vvL (t, λ+ sερ, λ̇+ sερ̇)σ̇, ρ̇〉+ 〈∂2

vqL (t, λ+ sερ, λ̇+ sερ̇)σ, ρ̇〉

+ 〈∂2
qvL (t, λ+ sερ, λ̇+ sερ̇)σ̇, ρ〉+ 〈∂2

qqL (t, λ+ sερ, λ̇+ sερ̇)σ, ρ〉
]
dt ds.

By (Q2), we can apply the dominated convergence theorem to assert that the above
quantity converges, as ε→ 0, to

HessA (λ)[ρ, σ] := lim
ε→0

dA (λ+ ερ)σ − dA (λ)σ

ε

=

∫ 1

0

[
〈∂2
vvL (t, λ, λ̇)σ̇, ρ̇〉+ 〈∂2

vqL (t, λ, λ̇)σ, ρ̇〉

+ 〈∂2
qvL (t, λ, λ̇)σ̇, ρ〉+ 〈∂2

qqL (t, λ, λ̇)σ, ρ〉
]
dt.

Since HessA (λ) : W 1,2(I;Rm)⊗W 1,2(I;Rm)→ R is a bounded symmetric bilinear
form on W 1,2(I;Rm), the bounded linear map

d2A (λ) : W 1,2(I;Rm)→ W 1,2(I;Rm)∗

given by

(d2A (λ)σ)ρ := HessA (λ)[σ, ρ], ∀σ, ρ ∈W 1,2(I;Rm),

is the Gateaux differential of dA at λ. By (Q2) there exists a continuous increasing
function ω : [0,∞)→ [0,∞) such that

d2A (λ)[σ, ρ] ≤ ω(‖λ‖W 1,2)‖σ‖W 1,2‖ρ‖W 1,2 ,
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For each R > 0 and for each λ, χ ∈ W 1,2(I;U) with ‖λ‖W 1,2 , ‖χ‖W 1,2 < R, this
bound readily gives

‖dA (χ)− dA (λ)‖(W 1,2)∗ =

∥∥∥∥
∫ 1

0

d

dr
dA ((1 − r)λ+ rχ) dr

∥∥∥∥
(W 1,2)∗

=

∥∥∥∥

∫ 1

0
d2A ((1− r)λ+ rχ)(χ− λ) dr

∥∥∥∥
(W 1,2)∗

≤ ω(max{‖λ‖W 1,2 , ‖χ‖W 1,2})‖χ− λ‖W 1,2

≤ ω(R) ‖χ− λ‖W 1,2 ,

therefore dA is locally Lipschitz-continuous. �

Remark II.3. It turns out that the action functional A of a Lagrangian L that
satisfies (Q2) is C2 if and only if the restriction of L to the fibers {t} × TqM , for
each (t, q) ∈ [0, 1] ×M , is a polynomial of degree at most 2. Namely, if and only if
L has the form

L (t, q, v) = α(t, q)[v, v] + β(t, q)v − V (t, q),

where α is a time-dependent bilinear form on M , β is a time dependent one-form on
M and V : R×M → R is a function, see [AS2, proposition 2.3]. In this case, A is
even C∞. In physics, Lagrangians of this form are called electro-magnetic: α is
the kinetic tensor of the system, β is the magnetic form and V is the potential
energy. �

Let L : R/Z×TM → R be a 1-periodic smooth Lagrangian that satisfies (Q2).
From now on, we will denote by A the restriction of the action functional of L to the
free loop space W 1,2(T;M). Since this latter space embeds as a Hilbert submanifold
in the path space W 1,2(I;M), as a consequence of proposition II.4 we immediately
obtain that A : W 1,2(T;M) → R is C1,1 and twice Gateaux differentiable. The
critical points of A are extremal closed curves γ : R/Z→M and, by our discussion
in section I.1, they are smooth periodic solutions of the Euler-Lagrange system of
L . We denote by ι(A , γ) and ν(A , γ) the Morse index and the nullity of the
action functional A at the critical point γ (see appendix A for the general definition
of Morse index and nullity of a functional). By definition, the Gateaux Hessian of
A at γ coincides with the symmetric bilinear form Bγ defined in (I.12), i.e.

HessA (γ)[σ, ξ] = Bγ(σ, ξ), ∀σ, ξ ∈W 1,2(γ∗TM).

In particular the Morse index and nullity pair of A at γ coincides with the Morse
index and nullity pair of the form Bγ . Let H : R/Z×T∗M → R be the Hamiltonian
that is Legendre dual to L and Γ : R/Z → T∗M the Hamiltonian periodic orbit
corresponding to γ. By the index theorem (theorem I.9), if the pull-back bundle
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γ∗TM is trivial, the Morse index and nullity pair of A at γ is also equal to the
Conley-Zehnder-Long index pair of Γ, i.e.

(ι(A , γ), ν(A , γ)) = (ι(Bγ), ν(Bγ)) = (ι(H ,Γ), ν(H ,Γ)).(II.6)

Now, consider the iteration map ψ[n] : W 1,2(T;M) →֒ W 1,2(T[n];M) introduced in
section II.1. By this map we interpret the 1-periodic free loop space W 1,2(T;M) as
a Hilbert submanifold of the n-periodic free loop space W 1,2(T[n];M). A natural
extension of the action functional A : W 1,2(T;M) → R to W 1,2(T[n];M) is given
by the mean action functional A [n] : W 1,2(T[n];M)→ R defined by

A [n](ζ) =
1

n

∫ n

0
L (t, ζ(t), ζ̇(t)) dt, ∀ζ ∈W 1,2(T[n];M).

This is in fact an extension as claimed above, since A [n] ◦ ψ[n] = A .
The critical points of A [n] are smooth n-periodic solutions of the Euler-Lagrange

system of L . This implies that the nth-iteration of a critical point of A is still a
critical point of A [n]. In other words, the critical points of the restricted functional
A = A [n]◦ψ[n] = A [n]|W 1,2(T;M) are also critical points of the unrestricted functional

A [n]. Moreover, the Hamiltonian orbit associated to γ[n] is Γ[n], and by the analogous
of (II.6) in period n we get

(ι(A [n], γ[n]), ν(A [n], γ[n])) = (ι(H ,Γ[n]), ν(H ,Γ[n])),(II.7)

provided that γ∗TM is a trivial bundle. We define the mean Morse index ι̂(A , γ)
of A at γ as the mean Conley-Zehnder index of the associated Hamiltonian orbit Γ,
i.e.

ι̂(A , γ) := ι̂(H ,Γ) = lim
n→∞

ι(A [n], γ[n])

n
∈ R.

By the above discussion on the regularity of the action functional, equation (II.7)
and the iteration inequality (I.11), we conclude the following.

Proposition II.6 (Iteration inequality for the Morse index and nullity).
The mean action functionals A [n] : W 1,2(T[k];M)→ R, for each n ∈ N, are C1 and

twice Gateaux differentiable. If γ ∈W 1,2(T;M) is a critical point of A , then γ[n] is
a critical point of A [n] for each n ∈ N. Moreover, if γ∗TM is a trivial bundle, we
have

n ι̂(A , γ)−m ≤ ι(A [n], γ[n]) ≤ n ι̂(A , γ) +m− ν(A [n], γ[n]), ∀n ∈ N,

where m is the dimension of the manifold M .

In order to apply Morse-theoretic methods in studying the critical points of the
action functional A : W 1,2(T;M) → R, we have to make sure that the sublevels
of A satisfy some sort of compactness. A sufficient requirement, as discussed in
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appendix A, is given by the Palais-Smale condition. Following [AS2], we show
that the action functional A fulfills this condition, provided that the Lagrangian L
satisfies both (Q1) and (Q2), i.e. provided that L is a convex quadratic-growth
Lagrangian. Clearly, all the arguments that we give for A go through for the mean
action functionals A [n], for each n ∈ N.

Proposition II.7. Let L : R/Z × TM → R be a 1-periodic convex quadratic-
growth Lagrangian. Then its action functional A : W 1,2(T;M) → R satisfies the
Palais-Smale condition.

Proof. Consider an arbitrary sequence {ζj | j ∈ N} ⊆ W 1,2(T;M) such that the
sequence of real numbers {A (ζj) | j ∈ N} is bounded and

lim
j→∞

sup
〈〈ξ,ξ〉〉ζj

=1
{|dA (ζj)ξ|} = 0.(II.8)

In order to conclude we have to prove that there exists a subsequence that converges
to some ζ ∈W 1,2(T;M) in the topology of the free loop space W 1,2(T;M).

At first, we recall that we can always assume that the Lagrangian L satis-
fies (II.5). Hence, the sequence

{∫ 1

0
|ζ̇j(t)|2ζj(t)dt

∣∣∣∣n ∈ N

}

is bounded, for

∫ 1

0
|ζ̇j(t)|2ζj(t)dt ≤ ℓ

−1

∫ 1

0
L (t, ζj(t), ζ̇j(t)) dt = ℓ−1A (ζj).

This, in turn, implies that the sequence {ζj | j ∈ N} is equi-1/2-Holder continuous,
since for every t0, t1 ∈ R with 0 < t1 − t0 < 1 we have

dist(ζj(t0), ζj(t1)) ≤
∫ t1

t0

|ζ̇j(t)|ζj(t)dt ≤ |t1 − t0|1/2
(∫ 1

0
|ζ̇j(t)|2ζj(t)dt

)1/2

,

where dist : M ×M → [0,∞) is the distance induced by the Riemannian metric
on M . By the Ascoli-Arzelà theorem, up to the choice of a subsequence, we can
assume that {ζj | j ∈ N} converges uniformly to some continuous curve ζ : T→M .
In particular, the curves ζj definitely belong to some coordinate open set Uγ of
the free loop space W 1,2(T;M), and we can proceed as we did in the proof of
proposition II.4, working in the image of the chart Θγ : Uγ → W 1,2

Vγ
(I;M) of the

free loop space (see remark II.2 for the notation). Namely, if U is a sufficiently small
neighborhood of the origin in Rm, we can assume to deal with a convex quadratic-
growth Lagrangian of the form L : [0, 1] × U × Rm → R, with associated action
functional A : W 1,2

V
(I;Rm) → R, where V is some m-dimensional vector subspace

of Rm × Rm. Notice that this localization argument allows us to express (II.8)
more easily as dA (ζj) → 0 in W 1,2

V
(I;Rm)∗. In order to conclude, we must show
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that {ζj | j ∈ N} admits a subsequence that converges to ζ in the Hilbert space

W 1,2
V

(I;Rm).

Since {ζj | j ∈ N} is bounded in W 1,2
V

(I;Rm), up to the choice of a subsequence

we can assume that it converges to some ζ̃ weakly in W 1,2
V

(I;Rm) and uniformly,

and therefore ζ = ζ̃ ∈W 1,2
V

(I;Rm). Moreover, we have

dA (ζj)(ζj − ζ) =

∫ 1

0
〈∂qL (t, ζj , ζ̇j), ζj − ζ〉dt

︸ ︷︷ ︸
=:Ij

+

∫ 1

0
〈∂vL (t, ζj , ζ̇j), ζ̇j − ζ̇〉dt

︸ ︷︷ ︸
=:IIj

−→
j→∞

0.

By (II.3), the sequence {∂qL (·, ζj , ζ̇j) | j ∈ N} is bounded in L2(I;Rm) and, since
the sequence {ζj − ζ |j ∈ N} converges to zero uniformly, we conclude that Ij → 0
as j → ∞. Hence, we also have IIj → 0 as j → ∞. Now, condition (Q1) implies
that, for almost every t ∈ R/Z,

〈∂vL (t, ζj , ζ̇j), ζ̇j − ζ̇〉 − 〈∂vL (t, ζj , ζ̇), ζ̇j − ζ̇〉

=

∫ 1

0

〈
∂vvL (t, ζj , ζ̇ + s(ζ̇j − ζ̇)) (ζ̇j − ζ̇), ζ̇j − ζ̇

〉
ds ≥ ℓ0|ζ̇j(t)− ζ̇(t)|2.

Integrating this inequality between 0 and 1 we get

ℓ0

∫ 1

0
|ζ̇j(t)− ζ̇(t)|2dt ≤

∫ 1

0
〈∂vL (t, ζj , ζ̇j), ζ̇j − ζ̇〉dt

︸ ︷︷ ︸
=:IIj

−
∫ 1

0
〈∂vL (t, ζj , ζ̇), ζ̇j − ζ̇〉dt

︸ ︷︷ ︸
=:IIIj

.

We have already shown that IIj → 0 as j → ∞. By the bound in (II.2), we have
that ∂vL (·, ζj , ζ) → ∂vL (·, ζ, ζ) in L2(I;Rm) as j → ∞, and since the sequence
{ζ̇j | j ∈ N} converges to ζ̇ weakly in L2(I;Rm), we conclude that IIIj → 0 as
j → ∞. This proves that ζ̇j → ζ̇ as j → ∞ in L2(I;Rm), and therefore ζj → ζ as

j →∞ in W 1,2
V

(I;Rm). �





Chapter III

Discretizations

The W 1,2 functional setting for the action functional A , introduced in chapter II,
presents several drawbacks. First of all, the regularity that we can expect for A
is only C1,1, at least if we assume to deal with a general convex quadratic-growth
Lagrangian. This prevents the applicability of all those abstract results that require
more smoothness, for instance the Morse lemma from critical point theory. Moreover,
the W 1,2 topology is sometimes unconfortable to work with. In fact, in several
occasions it may be desirable to deal with a topology that is as strong as the C1

topology, or at least the W 1,∞ topology. This would guarantee that the restriction
of the action functional A to a small neighborhood of a loop γ only depends on the
values that the Lagrangian assumes on a small neighborhood of the support of the
lifted loop (γ, γ̇) in the tangent bundle of the configuration space.

In order to overcome these difficulties, in this chapter we develop a discretization
technique that is a generalization to Lagrangian systems of the broken geodesics
approximation of the path space (see [Mi, section 16] or [Kl, section A.1] for the Rie-
mannian case, and [Ra] for the Finsler case). In section III.1 we prove a uniqueness
result for curves in the configuration space that connect sufficiently close given points,
minimizing the Lagrangian action. This result, as well as the forthcoming arguments
in the remaining of the chapter, will be valid for the class of convex quadratic-growth
Lagrangian functions, introduced in the previous chapter. In section III.2 we intro-
duce our discretization technique, that basically consists in reducing our analysis to
the spaces Λk, for each k ∈ N, of continuous loops that are k-broken solutions of
the Euler-Lagrange system. These loop spaces are finite dimensional submanifolds
of W 1,2(T;M), and in particular all the reasonable topologies coincide on them. In
section III.3 we define the discrete action functional, that roughly speaking is the
restriction of the action functional to the broken Euler-Lagrange loop spaces. In par-
ticular, we prove that it is smooth and that it has compact sublevels, showing that
it is suitable for a Morse theoretic analysis. Motivated by these facts, in section III.4
we study its critical points, proving that they correspond to critical points of the

39
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full action functional. Moreover, we prove that, up to choosing a sufficiently big dis-
cretization integer k, the Morse index and nullity pair of corresponding critical points
of the action and the discrete action functionals are the same. In section III.5 we
show that our discretization technique can be used to build finite dimensional homo-
topic approximations of the action sublevels and, more importantly, that the action
and the discrete action functionals have the same local homology groups (again,
up to choosing a sufficiently big discretization integer k). Finally, in section III.6,
we remark how to extend all the given arguments to the case of periodic curves of
arbitrary integer period.

III.1 Uniqueness of the action minimizers

Throughout this chapter, M will be a fixed m-dimensional smooth closed manifold,
endowed with a Riemannian metric 〈·, ·〉· that turns it into a complete metric space
with respect to the induced Riemannian distance dist : M ×M → [0,∞).

If L : R/Z × TM → R is a smooth 1-periodic Tonelli Lagrangian, for every
bounded interval [t0, t1] ⊂ R and for every absolutely continuous curve ζ : [t0, t1]→
M , we denote by A t0,t1(ζ) the usual Lagrangian action of the curve, i.e.

A t0,t1(ζ) =

∫ t1

t0

L (t, ζ(t), ζ̇(t)) dt ∈ R ∪ {+∞} .

In section I.2 we have seen that the Tonelli assumptions guarantee that, for each
[t0, t1] ⊂ R and for each q0, q1 ∈ M there exists a (smooth) action minimizer
parametrized on [t0, t1], with endpoints q0 and q1. A more ancient result, that
goes back to Weierstrass, states that each sufficiently short minimizer is unique,
meaning that it is the only curve between its given endpoints that minimizes the ac-
tion. In modern language, the statement goes as follows (we refer the reader to [Ma,
page 175] or [Fa, page 106] for a proof).

Theorem III.1 (Weierstrass). Let L be a smooth 1-periodic Tonelli Lagrangian.
For each constant C > 0 there exist an ε0 > 0 such that, for each interval [t0, t1] ⊂ R

with t1 − t0 = ε0 and for all q0, q1 ∈ M with dist(q0, q1) < Cε0, there is a unique
action minimizer (with respect to L ) γq0,q1 : [t0, t1] → M with γq0,q1(t0) = q0 and
γq0,q1(t1) = q1.

For our purposes, we will need the following stronger version of this result, that
holds only for the smaller class of convex quadratic-growth Lagrangians introduced
in section II.3.

Theorem III.2 (Uniqueness of the action minimizers). Let L be a smooth
1-periodic convex quadratic-growth Lagrangian. There exist two positive constants
ε0 = ε0(L ) > 0 and ρ0 = ρ0(L ) > 0 such that, for each interval [t0, t1] ⊂ R with
0 < t1 − t0 ≤ ε0 and for all q0, q1 ∈ M with dist(q0, q1) < ρ0, there is a unique
action minimizer (with respect to L ) γq0,q1 : [t0, t1] → M with γq0,q1(t0) = q0 and
γq0,q1(t1) = q1.
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Proof. As we have already shown in section II.3, without loss of generality we can
assume that there exist two positive constants ℓ < ℓ such that

ℓ |v|2q ≤ L (t, q, v) ≤ ℓ(|v|2q + 1), ∀q ∈M,v ∈ TqM.(III.1)

Consider two points q0, q1 ∈M and two real numbers t0 < t1. We put

ρ := dist(q0, q1), ε := t1 − t0.

Since W 1,2([t0, t1];M) is dense in the space of absolutely continuous maps from
[t0, t1] to M and since the action minimizers are smooth (cf. theorem I.1(ii)), a curve
γq0,q1 as in the statement is an action minimizer if and only if it is a global minimum
of A t0,t1 over the space

W t0,t1
q0,q1 =

{
ζ ∈W 1,2([t0, t1];M) | ζ(t0) = q0, ζ(t1) = q1

}
.

Therefore, all we have to do in order to prove the statement is to show that, for ρ and
ε sufficiently small, the functional A t0,t1 |

W
t0,t1

q0,q1

admits a unique global minimum.

Consider an arbitrary real constant µ > 1. By compactness, the manifold M
admits a finite atlas U = {(Uα, φα) |α = 1, ..., u} such that for all α ∈ {1, ..., u},
q, q′ ∈ Uα and v ∈ TqM we have

µ−1
∣∣φα(q)− φα(q′)

∣∣ ≤ dist(q, q′) ≤ µ
∣∣φα(q)− φα(q′)

∣∣ ,(III.2)

µ−1 |dφα(q)v| ≤ |v|q ≤ µ |dφα(q)v| ,(III.3)

where we denote by |·| the standard norm in Rm and by |·|q the Riemannian norm in
TqM as usual. Moreover, we can further assume that the image φα(Uα) of every chart
is a convex subset of Rm (e.g. a ball). Let Leb(U) denote the Lebesgue number1 of the
atlas U and consider the two points q0, q1 ∈M of the beginning with dist(q0, q1) = ρ.
By definition of Lebesgue number, the Riemannian closed ball

B(q0,Leb(U)/2) = {q ∈M |dist(q, q0) ≤ Leb(U)/2}

is contained in a coordinate open set Uα for some α ∈ {1, ..., u}. Therefore if we
require that ρ ≤ Leb(U)/2 the points q0 and q1 lie in the same open set Uα.

Let r : [t0, t1]→ Uα be the segment from q0 to q1 given by

r(t) = φ−1
α

(
t1 − t
ε

φα(q0) +
t− t0
ε

φα(q1)

)
, ∀t ∈ [t0, t1].

1We recall that, for every open cover U of a compact metric space, there exists a positive number
Leb(U) > 0, the Lebesgue number of U, such that every subset of the metric space of diameter
less than Leb(U) is contained in some member of the cover U.
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By (III.1), (III.2) and (III.3) we obtain the following upper bound for the action of
the curve ℓ

A t0,t1(r) ≤ ℓ
(∫ t1

t0

|ṙ(t)|2r(t)dt+ ε

)
≤ ℓ

(
ε max
t∈[t0,t1]

{
|ṙ(t)|2r(t)

}
+ ε

)

≤ ℓ
(
µ2 |φα(q1)− φα(q0)|2

ε
+ ε

)
≤ ℓ

(
µ4 dist(q0, q1)

2

ε
+ ε

)

≤ ℓµ4

(
ρ2

ε
+ ε

)
= C

(
ρ2

ε
+ ε

)
,

where the positive constant C = ℓµ4 does not depend on q0, q1 and [t0, t1]. This
estimate, in turn, serves as an upper bound for the action of the minima, i.e.

min
ζ∈W

t0,t1
q0,q1

{
A t0,t1(ζ)

}
≤ C

(
ρ2

ε
+ ε

)
,

therefore the action sublevel

U t0,t1
q0,q1 = U t0,t1

q0,q1 (ρ, ε) =

{
ζ ∈ W t0,t1

q0,q1 |A
t0,t1(ζ) ≤ C

(
ρ2

ε
+ ε

)}
(III.4)

is not empty and it must contain a global minimum γq0,q1 of the action (the existence
of a minimum is guaranteed by theorem I.1(i)). All we have to do in order to conclude
is to show that, for ρ and ε sufficiently small, the sublevel U t0,t1

q0,q1 = U t0,t1
q0,q1 (ρ, ε) cannot

contain other minima of the action.
By the first inequality in (III.1) we have

∫ t1

t0

|ζ̇(t)|2ζ(t)dt ≤ ℓ−1A t0,t1(ζ), ∀ζ ∈ W t0,t1
q0,q1 ,

and this, in turn, gives the following bound for all ζ ∈ U t0,t1
q0,q1

max
t∈[t0,t1]

dist(ζ(t0), ζ(t))
2 ≤

(∫ t1

t0

|ζ̇(t)|ζ(t)dt
)2

≤ ε
∫ t1

t0

|ζ̇(t)|2ζ(t)dt

≤ εℓ−1A t0,t1(ζ) ≤ Cℓ−1(ρ2 + ε2).

Therefore all the curves ζ ∈ Uq0,q1(ρ, ε) have image inside the coordinate open set
Uα ⊆M provided ρ and ε are sufficiently small, more precisely for

ρ2 + ε2 ≤ ℓ

4C
Leb(U)2.(III.5)

This allows us to restrict our attention to the open set Uα. From now on we will
briefly identify Uα with φα(Uα) ⊆ Rm, so that

q0 ≡ φα(q0) ∈ Rm, q1 ≡ φα(q1) ∈ Rm.
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Without loss of generality we can also assume that q0 ≡ φα(q0) = 0 ∈ Rm. On the
set Uα ≡ φα(Uα) we will consider the standard flat norm | · | of Rm, and the norms
‖ · ‖L1 , ‖ · ‖L2 and ‖ · ‖L∞ will be computed using this norm. We will also consider
L as a convex quadratic-growth Lagrangian of the form

L : R/Z× φα(Uα)×Rm → R

by means of the identification

L (t, q, v) ≡ L (t, φ−1
α (q),dφ−1

α (φα(q))v).

Now, consider the following close convex subset of W 1,2([t0, t1];R
m)

(III.6) C t0,t1
q0,q1 = C t0,t1

q0,q1(ρ, ε) =

{
ζ ∈W 1,2([t0, t1];R

m)

∣∣∣∣

ζ(t0) = q0 = 0, ζ(t1) = q1, ‖ζ̇‖2L2 ≤ µCℓ−1

(
ρ2

ε
+ ε

)}
.

Since ‖ζ‖2L∞ ≤ ε‖ζ̇‖2L2 , for ρ and ε sufficiently small all the curves ζ ∈ C t0,t1
q0,q1 have

support inside the open set Uα. Moreover, by (III.1), (III.3) and (III.4) we have

‖ζ̇‖2L2 ≤ µ
∫ t1

t0

|ζ̇(t)|2ζ(t)dt ≤ µℓ−1A t0,t1(ζ) ≤ µCℓ−1

(
ρ2

ε
+ ε

)
, ∀ζ ∈ U t0,t1

q0,q1 ,

that implies U t0,t1
q0,q1 ⊆ C t0,t1

q0,q1 . Now, since we know that a minimum γq0,q1 of the action
exists and all the minima lie in the convex closed C t0,t1

q0,q1 ⊆W 1,2([t0, t1];R
m), in order

to conclude that γq0,q1 is the unique minimum we only need to show that the Hessian
of the action is positive definite on C t0,t1

q0,q1 provided ρ and ε are sufficiently small, i.e.
we need to show that there exist ρ0 > 0 and ε0 > 0 such that, for all ρ ∈ (0, ρ0) and
ε ∈ (0, ε0], we have

(III.7) HessA t0,t1(ζ)[σ, σ] > 0,

∀ζ ∈ C t0,t1
q0,q1 = C t0,t1

q0,q1(ρ, ε), σ ∈W
1,2
0 ([t0, t1];R

m).

Notice that the above Hessian is well defined, since A t0,t1 is C1 and twice Gateaux
differentiable (see proposition II.4). In (III.7) we denoted by W 1,2

0 ([t0, t1];R
m) the

tangent space of C t0,t1
q0,q1 at ζ, i.e.

W 1,2
0 ([t0, t1];R

m) =
{
σ ∈W 1,2([t0, t1];R

m) |σ(t0) = σ(t1) = 0
}
,

Consider arbitrary ζ ∈ C t0,t1
q0,q1 and σ ∈W 1,2

0 ([t0, t1];R
m). Then, we have

HessA t0,t1(ζ)[σ, σ]

=

∫ t1

t0

(
〈∂2
vvL (t, ζ, ζ̇)σ̇, σ̇〉+ 2〈∂2

vqL (t, ζ, ζ̇)σ, σ̇〉+ 〈∂2
qqL (t, ζ, ζ̇)σ, σ〉

)
dt

≥
∫ t1

t0

ℓ0 |σ̇|2 dt−
∫ t1

t0

2ℓ1(1 + µ|ζ̇|) |σ| |σ̇| dt
︸ ︷︷ ︸

=: I1

−
∫ t1

t0

ℓ1(1 + µ2|ζ̇|2) |σ|2 dt

︸ ︷︷ ︸
=: I2

,
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where ℓ0 and ℓ1 are the positive constants that appear in (Q1) and (Q2) with
respect to the atlas U. Now, the quantities I1 and I2 can be estimated from above
as follows

I1 ≤ 2ℓ1µ‖σ‖L∞

(
‖σ̇‖L1 +

∥∥∥|ζ̇| · |σ̇|
∥∥∥
L1

)

≤ 2ℓ1µ
√
ε‖σ̇‖L2

(√
ε‖σ̇‖L2 + ‖ζ̇‖L2‖σ̇‖L2

)

= 2ℓ1µ‖σ̇‖2L2

(
ε+
√
ε‖ζ̇‖L2

)
,

I2 ≤ ℓ1µ2
(
‖σ‖2L2 + ‖σ‖2L∞‖ζ̇‖2L2

)
≤ ℓ1µ2‖σ̇‖2L2

(
ε2 + ε‖ζ̇‖2L2

)
,

and since by (III.6) we have

‖ζ̇‖2L2 ≤ µCℓ−1

(
ρ2

ε
+ ε

)
,

we conclude

HessA t0,t1(ζ)[σ, σ]

≥ ℓ0‖σ̇‖2L2 − I1 − I2

≥ ‖σ̇‖2L2

(
ℓ0 − 2ℓ1µ

(√
µCℓ−1 + 1

)
(ρ+ ε)− ℓ1µ2

(
µCℓ−1 + 1

)
(ρ2 + ε2)

)

︸ ︷︷ ︸
=: F (ρ, ε)

.

Notice that the quantity F (ρ, ε) is independent of the specific choice of the points
q0, q1 and of the interval [t0, t1], but depends only on ρ = dist(q0, q1) and ε = t1− t0.
Moreover, there exist ρ0 > 0 and ε0 > 0 small enough so that for all ρ ∈ (0, ρ0) and
ε ∈ (0, ε0] the quantity F (ρ, ε) is positive. This proves (III.7). �

Now, we want to remark that the unique action minimizers γq0,q1 , whose existence
is asserted by the previous theorem, depend smoothly on their endpoints q0 and q1. If
ρ0 is the constant given by theorem III.2, we denote by ∆(ρ0) the open neighborhood
of the diagonal submanifold of M ×M given by

∆(ρ0) = {(q0, q1) ∈M ×M |dist(q0, q1) < ρ0} .

Theorem III.3 (Smooth dependence on endpoints). With the notation of the-
orem III.2, for each real interval [t0, t1] ⊂ R with 0 < t1 − t0 ≤ ε0 the assignment

(q0, q1) 7→ γq0,q1 : [t0, t1]→M(III.8)

defines a smooth map ∆(ρ0)→ C∞([t0, t1];M).

Proof. By theorem I.1(ii), every action minimizer is smooth. Therefore, (III.8)
defines a map of the form ∆(ρ0) → C∞([t0, t1];M), and we just need to show that



III - DISCRETIZATIONS 45

the dependence of γq0,q1 from (q0, q1) is smooth. For ε := t1 − t0 ∈ (0, ε0] and
(q0, q1) ∈ ∆(ρ0), in the proof of theorem III.2 we have already shown that the
minimizer γq0,q1 : [t0, t1] → M has image contained in a coordinate neighborhood
Uα ⊆M that we can identify with an open set of Rm. The curve γq0,q1 is a smooth
solution of the Euler-Lagrange system of L . Therefore,

Φt,t0
L (q0, v0) = (γq0,q1(t), γ̇q0,q1(t)), ∀t ∈ [t0, t1],

where v0 = γ̇q0,q1(t0) and Φt,t0
L is the Euler-Lagrange flow associated to L (see

section I.1). We define

Qt,t0L := π ◦ Φt,t0
L : U ′

α × V ′
α → Uα, ∀t ∈ [t0, t1],

where U ′
α ⊂ Uα is a small neighborhood of q0, V

′
α ⊂ Rm is a small neighborhood

of v0, and π : Rm × Rm → Rm is the projection onto the first m components, i.e.
π(q, v) = q for all (q, v) ∈ Rm ×Rm. We claim that

dQt1,t0L (q0, v0)({0} ×Rm) = Rm.(III.9)

In fact, assume by contradiction that (III.9) does not hold. Then there exists a
nonzero vector v ∈ Rm such that

d

ds

∣∣∣∣
s=0

Qt1,t0L (q0, v0 + sv) = 0.

If we define the curve σ : [t0, t1]→ Rm by

σ(t) :=
d

ds

∣∣∣∣
s=0

Qt,t0L (q0, v0 + sv),

then σ(t0) = σ(t1) = 0, and it is readily seen that σ is a solution of the linearized
Euler-Lagrange system

d

dt

(
∂2
vvL (t, γq0,q1, γ̇q0,q1)σ̇ + ∂2

vqL (t, γq0,q1, γ̇q0,q1)σ
)

− ∂2
qvL (t, γq0,q1, γ̇q0,q1)σ̇ − ∂2

qqL (t, γq0,q1, γ̇q0,q1)σ = 0,

hence
HessA t0,t1(γq0,q1)[σ, σ] = 0.

This contradicts the positive definitiveness of the Hessian of A t0,t1 on γq0,q1 (see
(III.7) in the proof of theorem III.2), and therefore (III.9) must hold.

By the implicit function theorem we obtain a neighborhood Uq0,q1 ⊂ Rm ×Rm

of (q0, q1), a neighborhood Uv0 ⊂ Rm of v0 and a smooth map V0 : Uq0,q1 → Uv0
such that, for each (q′0, q

′
1, v

′
0) ∈ Uq0,q1 × Uv0 , we have Qt1,t0L (q′0, v

′
0) = q′1 if and only

if v′0 = V0(q
′
0, q

′
1). Then, we can define a smooth map from Uq0,q1 to C∞([t0, t1];Uα)

given by

(q′0, q
′
1) 7→ ζq′0,q′1,(III.10)
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where for each t ∈ [t0, t1] we have

ζq′0,q′1(t) = Qt,t0L (q′0, V0(q
′
0, q

′
1)).

In order to conclude we only have to show that the map in (III.10) coincides with
the one in (III.8) on Uq0,q1 provided this latter neighborhood is small enough, i.e. we
have to show that ζq′0,q′1 is a unique action minimizer for all (q′0, q

′
1) in a sufficiently

small neighborhood Uq0,q1 of (q0, q1). This is easily seen as follows. By construction,

the curves ζq′0,q′1 are critical points of the action A t0,t1 over the space W 1,2
q′0,q

′
1
, being

solutions of the Euler-Lagrange system of L . By the arguments in the proof of
theorem III.2, each of these curves ζq′0,q′1 is a unique action minimizer if and only if it

lies in the convex set C t0,t1
q′0,q

′
1

defined in (III.6). We already know that ζq0,q1 = γq0,q1 ∈
C t0,t1
q0,q1 . Since the map in (III.10) is smooth, for (q′0, q

′
1) close to (q0, q1) we obtain

that the curve ζq′0,q′1 is C1-close to ζq0,q1 = γq0,q1, and therefore ζq′0,q′1 ∈ C t0,t1
q′0,q

′
1
. �

III.2 Broken Euler-Lagrange loop space

Let L : R/Z × TM → R be a smooth 1-periodic convex quadratic-growth La-
grangian. We consider the positive constants ε0 = ε0(L ) and ρ0 = ρ0(L ) given by
theorem III.2 and, for each k ∈ N, we denote by ∆k = ∆k(ρ0(L )) the neighborhood
of the diagonal submanifold of the k-fold product M × ...×M given by

∆k := {(q0, ..., qk−1) ∈M × ...×M |dist(qj , qj+1) < ρ0 ∀j ∈ Zk} ,
where Zk = Z/kZ is the cyclic group of order k.

Now, we consider the space C∞
k (T;M) of continuous and k-broken smooth

loops. Namely, this space consists of continuous loops ζ : T → M such that, for
each j ∈ Zk, the restriction ζ|[j/k,(j+1)/k] is smooth. We can endow C∞

k (T;M) with
a topology that turns it into a Fréchet manifold: an easy way to do it is to view
C∞
k (T;M) as a closed subset of the following product of Fréchet manifolds (see for

instance [Ham, section I.4])

C∞([0, 1
k ];M)× C∞([ 1

k ,
2
k ];M) × ...×C∞([k−1

k , 1];M).

Notice that C∞
k (T;M) continuously embeds into the Hilbert manifold W 1,2(T;M).

By theorem III.3, for each k ≥ 1/ε0(L ), we can define a smooth embedding

λk = λk,L : ∆k →֒ C∞
k (T;M)(III.11)

in the following way: for each q = (q0, ..., qk−1) ∈ ∆k we put λk(q) := γq, where γq

is the loop whose restrictions γq|[j/k,(j+1)/k] are the unique action minimizers (with
respect to L ) with endpoints qj and qj+1, for each j ∈ Zk. We define the k-broken
Euler-Lagrange loop space (with respect to L ) as the image

Λk = Λk,L := λk(∆k)

of this embedding. Therefore Λk is a smooth submanifold of C∞
k (T;M) (and of

W 1,2(T;M)) with finite dimension km, where m is the dimension of M .
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III.3 The discrete action functional

Let A : W 1,2(T;M) → R be the Lagrangian action functional associated to the
Lagrangian L of the previous section, i.e.

A (ζ) =

∫ 1

0
L (t, ζ(t), ζ̇(t)) dt, ∀ζ ∈W 1,2(T;M).

Restricting A to the finite dimensional k-broken Euler-Lagrange loop space Λk, we
obtain a sort of discrete-time version2 of the Lagrangian action functional. We define
the discrete action functional Ak : ∆k → R as the composition A ◦ λk, i.e. with
the notations introduced in the previous section

Ak(q) =

∫ 1

0
L (t, γq(t), γ̇q(t)) dt, ∀q ∈ ∆k.

In the following we will only consider the connected components of ∆k given by the
q’s such that the pull-back bundle λk(q)∗TM = γ∗qTM is trivial. In view of the
application of this discretization technique to prove the existence of infinitely many
periodic orbits (cf. chapter V), this is not restrictive: in fact we will only look for
contractible periodic orbits. We also remark that γ∗qTM is always a trivial bundle if
the manifold M is orientable: in fact, if this is verified, γ∗qTM is an orientable vector
bundle over the circle, and therefore it is trivial. From now on, we will just denote
by ∆k the above mentioned connected components, i.e.

∆k :=
{
q = (q0, ..., qk−1) ∈M × ...×M | dist(qj , qj+1) < ρ0 ∀j ∈ Zk, γ

∗

qTM trivial
}
,

and we will denote by Λk the image λk(∆k).

Remark III.1 (Localization). In several arguments of a local nature, it will be
useful to adopt suitable local coordinates on ∆k, analogously to what we did in sec-
tion II.3 (see in particular the proof of proposition II.4). For the reader convenience,
we explain the details in this remark.

For each q′ ∈ ∆k, we know from section II.1 that the loop γq′ belongs to the
domain of some chart Θ : U →W 1,2(T;Rm) of W 1,2(T;M) given by

Θ(ζ)(t) = exp−1
γ (ζ)(t) = exp−1

γ(t)(ζ(t)), ∀ζ ∈ U , t ∈ T,

where γ : T → M is a smooth loop that is C0-close to γq′ and we are identifying
γ∗TM with the trivial bundle R/Z×Rm. Namely we are assuming that, for each t ∈
R/Z, the exponential map expγ(t) is a diffeomorphism from an open neighborhood
U ⊂ Rm of the origin onto an open neighborhood of γ(t) in M . Up to restricting the
neighborhood U of γq′ , we can assume that Θ(U ) = W 1,2(T;U) ⊂ W 1,2(T;Rm).

2In 1984, Chaperon [Ch2] introduced a discrete-time version of the Hamiltonian action func-
tional. His approach was based on generating functions, and had several applications in symplectic
topology. See the book of McDuff and Salamon [MS, section 9.2] and the bibliography therein.
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We define Uk := λ−1
k (U ). Notice that this latter is an open neighborhood of q′ in

∆k. On this open set we can build a chart ϑk : Uk → Rm × ...×Rm for ∆k by

ϑk(q) =
(
exp−1

γ(0)(q0), exp−1
γ(1/k)(q1), ..., exp−1

γ((k−1)/k)(qk−1)
)
,

∀q = (q0, ..., qk−1) ∈ Uk.

If we put Wk := ϑk(Uk), we univocally obtain an embedding λ̃k such that the
following diagram commutes.

∆k Uk? _oo ϑk

≃
//

� _

λk

��

Wk� _

λ̃k

��

� � // Rm × ...×Rm

W 1,2(T;M) U? _oo Θ
≃

// W 1,2(T;U)
� � // W 1,2(T;Rm)

(III.12)

Now, we put Π := Θ−1 and we define the smooth embedding π : R/Z×U ×Rm →֒
R/Z× TM by

π(t, q, v) =
(
t, expγ(t)(q),d expγ(t)(q)(v)

)
, ∀(t, q, v) ∈ R/Z × U × Rm,

so that A ◦ Π turns out to be the Lagrangian action functional associated to the
convex quadratic-growth Lagrangian L ◦ π : R/Z× U ×Rm → R, i.e.

A ◦ Π(σ) =

∫ 1

0
L ◦ π(t, ζ(t), ζ̇(t)) dt, ∀ζ ∈W 1,2(T;U).

Then, with the notation of (III.11), the embedding λ̃k in diagram (III.12) is given
by λk,L ◦π. Namely, for each q = (q0, ..., qk−1) ∈ Wk, γq = λ̃k(q) is the unique loop
such that γq|[j/k,(j+1)/k] is a unique action minimizer (with respect to L ◦ π) with
endpoints qj and qj+1, for each j ∈ Zk.

Summing up, whenever we work locally near some point q′ ∈ ∆k we can as-
sume that q′ belongs to some open neighborhood of the origin in the k-fold product
Rm× ...×Rm. Moreover, we can assume that the involved convex quadratic-growth
Lagrangian is a function of the form L : R/Z×U×Rm → R, where U ⊂ Rm is some
open neighborhood of the origin. Under these assumptions, the action functional A
is a functional of the form A : W 1,2(T;U)→ R and the discrete action has the form
Ak = A ◦ λk : Wk → R, where Wk = λ−1

k (W 1,2(T;U)) is an open neighborhood of
q′ in the k-fold product Rm × ...×Rm and λk is defined as usual by λk(q) = γq for
each q ∈Wk. �

Proposition III.4. The discrete action functional Ak : ∆k → R is smooth.
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Proof. By the localization argument of remark (III.1), we just need to prove that
Ak is smooth on an open set Wk ⊂ Rm × ... × Rm. The result can be easily
proved by induction. By proposition II.4 we know that A is C1 and twice Gateaux
differentiable, and so must be Ak. Now, let us assume that Ak is Cp−1, for some
integer p ≥ 2. A straightforward computation shows that the pth Gateaux differential
of Ak, seen as a symmetric multilinear form, is given by

dpAk(q) [v′,v′′, ...,v(p)]

=

m∑

j1,...,jp=1

∫ 1

0

[
∂j1 ...∂jpL (t, γq(t), γ̇q(t))

]
ξj1q,v′(t)...ξ

jp
q,v(p)(t)dt,

∀(q,v′,v′′, ...,v(p)) ∈Wk ×Rm × ...×Rm,

where ξq,v(i) : T→ Rm ×Rm is defined by

ξq,v(i)(t) :=

((
dλk(q)v(i)

)
(t),

d

dt

(
dλk(q)v(i)

)
(t)

)
, ∀t ∈ T,

and we have adopted the shortcut notation

∂j =

{
∂qj , j ∈ {1, ...,m} ,
∂vj−m , j ∈ {m+ 1, ..., 2m} .

Since λk : Wk →֒ C∞
k (T;M) is smooth, if qn → q we have that γqn → γq in

C∞
k (T;Rm) and ξqn,v(i) → ξq,v(i) in C∞

k (T;Rm × Rm) for each i ∈ {1, ..., p} and

v(i) ∈ Rm. Hence

[∂j1 ...∂jpL (·, γqn , γ̇qn)]ξj1qn,v′ ...ξ
jp
qn,v(p) → [∂j1 ...∂jpL (·, γq, γ̇q)]ξj1q,v′ ...ξ

jp
q,v(p)

uniformly in t ∈ T, and we conclude that

dpAk(qn)[v
′, ...,v(p)]→ dpAk(q)[v′, ...,v(p)], ∀v′, ...,v(p) ∈ Rm.

By the total differential theorem we conclude that Ak is Cp, and by induction we
obtain the claim. �

To conclude the section, we want to remark that the discrete action functional
Ak is suitable for Morse theory. In fact, every closed action sublevel is a compact
subset of ∆k, provided the discretization pass k ∈ N is big enough.

Proposition III.5. For each c ∈ R there exists k̄ = k̄(c) ∈ N such that, for each
k ≥ k̄, the closed sublevel A −1

k (−∞, c] is compact.

Proof. Consider the compact subset of ∆k defined by

Ck := {(q0, ..., qk−1) ∈ ∆k |dist(qj, qj+1) ≤ ρ0/2 ∀j ∈ Zk} .
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In order to prove the statement, we just need to show that

lim
k→∞

min {Ak(q) |q ∈ ∂Ck} =∞.

As explained in section II.3, without loss of generality we can assume that there
exists a constant ℓ > 0 such that

L (t, q, v) ≥ ℓ |v|2q , ∀(t, q, v) ∈ R/Z× TM.

Then, notice that, for each q = (q1, ..., qk) that belongs to the boundary of Ck, we
have that dist(qj, qj+1) = ρ0/2 for some j ∈ Zk and therefore we obtain the desired
estimate

Ak(q) ≥
∫ (j+1)/k

j/k
L (t, γq(t), γ̇q(t)) dt ≥

∫ (j+1)/k

j/k
ℓ |γ̇q(t)|2γq (t) dt

≥ k ℓ
(∫ (j+1)/k

j/k
|γ̇q(t)|γq (t) dt

)2

≥ k ℓdist(qj , qj+1)
2

≥ k ℓ (ρ0/2)
2. �

III.4 Critical points of the discrete action

We have already seen in the previous chapters that every critical point γ ∈W 1,2(T;M)
of the action functional A is a smooth solution of the Euler Lagrange system of the
convex quadratic-growth Lagrangian L . This implies that, for each k ∈ N suffi-
ciently big, the loop γ belongs to the k-broken Euler-Lagrange loop space Λk, and
therefore the corresponding point q = λ−1

k (γ) ∈ ∆k is a critical point of the discrete
action Ak = A ◦ λk. Now, we want to study the converse implication, namely that
the critical points of the discrete action functional correspond to critical points of
the full action functional. In the following, let us definitely assume to work in a
coordinate open set of ∆k that we identify with an open set Wk of the k-fold prod-
uct Rm × ... × Rm, in such a way that we can adopt the localization argument of
remark III.1.

Proposition III.6. For each q ∈Wk and v = (v1, ..., vk) ∈ Rm × ...×Rm we have

dAk(q)v =
k−1∑

j=0

〈
∂vL ( jk , γq( jk ), γ̇q( jk

−
))− ∂vL ( jk , γq( jk ), γ̇q( jk

+
)), vj

〉
,

where γq = λk(q).

Proof. For each v ∈ Rm × ...×Rm, let ζq,v := dλk(q)v ∈ C∞
k (T;Rm). Since γq is

a solution of the Euler-Lagrange system of L on each interval [ jk ,
j+1
k ], integration
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by parts gives

dAk(q)v =
k−1∑

j=0

∫ (j+1)/k

j/k

(
〈∂vL (t, γq, γ̇q), ζ̇q,v〉+ 〈∂qL (t, γq, γ̇q), ζq,v〉

)
dt

=
k−1∑

j=0

[〈
∂vL ( j+1

k , γq( j+1
k ), γ̇q( j+1

k

−
)), ζq,v( j+1

k )
〉

−
〈
∂vL ( jk , γq( jk ), γ̇q( jk

+
)), ζq,v( jk )

〉

+

∫ (j+1)/k

j/k

〈
− d

dt
∂vL (t, γq, γ̇q) + ∂qL (t, γq, γ̇q)

︸ ︷︷ ︸
=0

, ζq,v
〉
dt

]

=

k−1∑

j=0

〈
∂vL ( jk , γq( jk ), γ̇q( jk

−
))− ∂vL ( jk , γq( jk ), γ̇q( jk

+
)), ζq,v( jk )

〉
.

Then, by definition of the embedding λk, we have

ζq,v( jk ) =
d

ds

∣∣∣∣
s=0

γq+sv( jk ) =
d

ds

∣∣∣∣
s=0

(qj + svj) = vj, ∀j ∈ Zk,

and the claim follows. �

Corollary III.7. If q ∈ Wk is a critical point of Ak, then the corresponding loop
γq = λk(q) is a smooth solution of the Euler-Lagrange system of L , and in particular
it is a critical point of the action functional A .

Proof. By proposition III.6, q is a critical point of Ak if and only if

∂vL ( jk , γq( jk ), γ̇q( jk
−
))− ∂vL ( jk , γq( jk ), γ̇q( jk

+
)) = 0, ∀j ∈ Zk.(III.13)

Assumption (Q1) (see section II.3) implies that the maps

∂vL ( jk , γq( jk ), ·) : Rm → Rm, ∀j ∈ Zk

are diffeomorphisms, as we have proved in section I.2. Hence the equality in (III.13)
holds if and only if γ̇q( jk

−
) = γ̇q( jk

+
) for each j ∈ Zk, that is if and only if γq is C1.

This implies that γq : T → Rm satisfies the Euler-Lagrange system of L on the
whole T, and therefore it is smooth. �

Now, let us fix a critical point q′ ∈Wk of the discrete action functional Ak. The
tangent space of Λk at the smooth loop γq′ , that is the image of the differential

dλk(q
′) : Tq′∆k

≃−→Tγq′
Λk,
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can be characterized as follows. We define a Lagrangian L : R/Z×Rm ×Rm → R

by

(III.14) L(t, q, v) =
1

2
〈a(t)v, v〉 + 〈b(t)q, v〉 + 1

2
〈c(t)q, q〉 ,

∀(t, q, v) ∈ R/Z×Rm ×Rm,

where, for each t ∈ R/Z, a(t), b(t) and c(t) are the m×m matrices given by

aij(t) =
∂2L

∂vi ∂vj
(t, γq′(t), γ̇q′ (t)),

bij(t) =
∂2L

∂vi ∂qj
(t, γq′(t), γ̇q′(t)),

cij(t) =
∂2L

∂qi ∂qj
(t, γq′(t), γ̇q′ (t)).

A straightforward computation shows that the Euler-Lagrange system associated to
L is given by the following linear system of ordinary differential equations for curves
σ on Rm

a σ̈ + (b+ ȧ− bT ) σ̇ + (ḃ− c)σ = 0.(III.15)

This is precisely the linearization of the Euler-Lagrange system of L along the
periodic solution γq′ . The 1-periodic solutions σ : T→ Rm of (III.15) are precisely
the critical points of the action functional A : W 1,2(T;Rm) → R associated to L,
given as usual by

A(ξ) =

∫ 1

0
L(t, ξ(t), ξ̇(t)) dt, ∀ξ ∈W 1,2(T;Rm).

Lemma III.8. The tangent space Tγq′
Λk is the space of continuous and piecewise

smooth loops σ : T → Rm such that, for each j ∈ Zk, the restriction σ|[j/k,(j+1)/k]

is a solution of the Euler-Lagrange system (III.15).

Proof. By definition of tangent space, Tγq′
Λk consists of those continuous loops

σ : T→ Rm given by

σ(t) =
∂

∂s

∣∣∣∣
s=0

Σ(s, t), ∀t ∈ T,(III.16)

for some continuous Σ : (−ε, ε)×T→ Rm such that:

• the restriction Σ|(−ε,ε)×[j/k,(j+1)/k] is smooth for all j ∈ Zk,

• Σ(s, ·) ∈ Λk for all s ∈ (−ε, ε),

• Σ(0, ·) = γq′ .
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Namely, Σ is a piecewise smooth variation of γq′ such that the loops Σs = Σ(s, ·)
satisfy the Euler-Lagrange equations associated to L on the intervals [ jk ,

j+1
k ] for all

j ∈ Zk, i.e.

∂2
vvL (t,Σs, Σ̇s) Σ̈s + ∂2

vqL (t,Σs, Σ̇s) Σ̇s + ∂2
vtL (t,Σs, Σ̇s)− ∂qL (t,Σs, Σ̇s) = 0,

∀t ∈ [j/k, (j + 1)/k].

Differentiating the above equation with respect to s in s = 0 we obtain the Euler-
Lagrange system (III.15) for the loop σ (as before, satisfied on the intervals [ jk ,

j+1
k ]

for all j ∈ Zk). Viceversa, a continuous loop σ : T → Rm whose restrictions
σ|[j/k,(j+1)/k] satisfy (III.15) is of the form (III.16) for some Σ as above, and therefore
it is an element of Tγq′

Λk. �

Now, we want to investigate the relationship between the Morse index and nullity
pair of the functionals Ak and A at the corresponding critical points q′ and γq′ . We
begin by characterizing the null-space of the Hessian of A at γq′ .

Lemma III.9. The null-space of HessA (γq′) consists of smooth loops σ : T→ Rm

that are solutions of the Euler-Lagrange system (III.15) on the whole T.

Proof. For every σ, ξ ∈W 1,2(T;Rm) we have

HessA (γq′)[σ, ξ] =

∫ 1

0

(
〈a σ̇, ξ̇〉+ 〈b σ, ξ̇〉+ 〈bT σ̇, ξ〉+ 〈c σ, ξ〉

)
dt = dA(σ)ξ.

Therefore σ is in the null-space of HessA (γq′) if and only if it is a critical point of A,
that is if and only if it is a (smooth) solution of the Euler-Lagrange system (III.15). �

Remark III.2. In case L is the autonomous Lagrangian of the geodesics, i.e.

L (q, v) = |v|2q , ∀(q, v) ∈ TM,

the null-space of HessA (γq′) is given by the 1-periodic Jacobi vector fields along
the closed geodesics γq′ , and the Euler-Lagrange system (III.15) is called the Jacobi
system. This latter can also be intrinsically expressed as

∇2
tσ +R(σ, γ̇q′)γ̇q′ = 0,

where ∇t and R are respectively the covariant derivative and the Riemann tensor of
the Riemannian manifold (M, 〈·, ·〉·). �

As a consequence of lemmas III.8 and III.9, the null-space of HessA (γq′) is
contained in Tγq′

Λk, and therefore it is contained in the null-space of the Hessian of
the restricted action HessA |Λk

(γq′). This inclusion is actually an equality, as shown
by the following.

Lemma III.10. HessA (γq′) and HessA |Λk
(γq′) have the same null-space, and in

particular ν(A , γq′) = ν(A |Λk
, γq′).
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Proof. We only need to show that any loop σ ∈ Tγq′
Λk that is not everywhere

smooth cannot be in the null-space of HessA |Λk
(γq′). In fact, since σ is always

smooth outside the points j/k (for j ∈ Zk), for each ξ ∈ Tγq′
Λk we have

HessA |Λk
(γq′)[σ, ξ] =

k−1∑

j=0

∫ (j+1)/k

j/k

(
〈a σ̇, ξ̇〉+ 〈b σ, ξ̇〉+ 〈bT σ̇, ξ〉+ 〈c σ, ξ〉

)
dt

=
k−1∑

j=0

∫ (j+1)/k

j/k
〈−a σ̈ − b σ̇ − ȧ σ̇ − ḃ σ + bT σ̇ + c σ︸ ︷︷ ︸

=0

, ξ〉dt

+

k−1∑

j=0

〈a σ̇ + b σ, ξ〉
∣∣∣
((j+1)/k)−

(j/k)+

=

k−1∑

j=0

〈a( jk )[σ̇( jk
−
)− σ̇( jk

+
)], ξ( jk )〉(III.17)

By assumption we have σ̇( jk
+
) 6= σ̇( jk

−
) for some j ∈ Zk and therefore a( jk )[σ̇( jk

+
)−

σ̇( jk
−
)] is a nonzero vector (here we are using the fact that, by assumption (Q1),

a( jk ) is invertible, see section II.3). Now, considering ξ ∈ Tγq′
Λk such that

ξ(hk ) =

{
a( jk )[σ̇( jk

+
)− σ̇( jk

−
)], h = j,

0, h 6= j,

we conclude that σ is not in the null-space of HessA |Λk
(γq′), since by (III.17) we

have

HessA |Λk
(γq′)[σ, ξ] =

∣∣∣a( jk )[σ̇( jk
+
)− σ̇( jk

−
)]
∣∣∣
2
6= 0.

�

Corollary III.11. The discrete action functional Ak and the full action functional
A have the same nullity at the critical points q′ and γq′ respectively, i.e.

ν(Ak,q
′) = ν(A , γq′).

Proof. First of all, notice that dλk(q
′) : Rm → Tγq′

Λk is an isomorphism, and we
have

HessAk(q
′)[v,w] = HessA |Λk

(γq′)[dλk(q
′)v,dλk(q

′)w], ∀v,w ∈ Rm.

This implies that Ak and A |Λk
have the same nullity at q′ and γq′ respectively, i.e.

ν(Ak,q
′) = ν(A |Λk

, γq′), and by lemma III.10 we obtain the assertion. �
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So far we have proved that Ak and A have the same Morse nullity at the corre-
sponding critical points q′ and γq′ . Now we want to prove that they also have the
same Morse index provided that k ∈ N is sufficiently big. First of all, we need some
preliminaries.

Let E be a real Hilbert space and B : E⊗E → R a bounded symmetric bilinear
form. We recall that the Morse index ι(B) of this form is the supremum of the
dimension of the vector subspaces of E on which B is negative definite. Now, let us
fix an infinite sequence {En |n ∈ N} of Hilbert subspaces of E such that

E1 ⊂ E2 ⊂ E3 ⊂ ... ⊂ E,

and their union is dense in E, i.e.

⋃

n∈N

En = E.(III.18)

The following holds.

Lemma III.12. If the Morse index of B is finite then, for all the sufficiently big
n ∈ N, it coincides with the Morse index of B restricted to En, i.e.

ι(B) = ι(B|En⊗En).

Proof. The inequality ι(B) ≥ ι(B|En⊗En) is trivial, hence we only have to prove
that ι(B) ≤ ι(B|En⊗En). For each n ∈ N, we denote by Pn : E → En the orthogonal
projector onto En. Let V be a vector subspace of E of dimension ι = ι(B) ∈ N,
such that B is negative definite on V . We denote by S(V ) the (ι− 1)-dimensional
sphere in V , i.e.

S(V ) = {e ∈ V | ‖e‖E = 1} .

By (III.18) and since B is continuous, for each e ∈ S(V ) there exists a positive
integer ne ∈ N and a neighborhood Ue ⊆ S(V ) of e such that

B(Pnf , Pnf) < 0, ∀n ≥ ne, f ∈ Ue.

By compactness, S(V ) admits a finite cover Ue1 , ..., Ues . For every integer n ≥
max {ne1, ..., nes} and for every nonzero v = Pnw ∈ PnV we have

B(v,v) = ‖w‖2E B
(
Pn

w
‖w‖E

, Pn
w

‖w‖E

)

︸ ︷︷ ︸
<0

< 0,

and therefore B is negative definite on PnV . In order to conclude the proof we just
need to show that PnV has still dimension ι = ι(B) provided n is sufficiently big.
This is easily seen as follows. Let v1, ...,vι be a basis for V . By (III.18), for each
j = 1, ..., ι, we have that Pnvi → vi as n →∞. This implies that, for n sufficiently
big, the vectors Pnv1, ..., Pnvι are still linearly independent, and therefore PnV has
dimension ι. �
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In order to apply this abstract lemma to our situation, we first need the following
remark about the density of the spaces of broken affine loops in W 1,2(T;Rm). For
each k ∈ N, we define the k-broken affine loop space of Rm as

Affk(T;Rm) :=

{
σ : T→ Rm

∣∣∣∣

σ( j+sk ) = (1− s)σ( jk ) + s σ( j+1
k ) ∀s ∈ [0, 1], j ∈ Zk

}
.

This space is isomorphic to the k-fold product Rm × ... × Rm by the linear map
αk : Affk(T;Rm)→ Rm × ...×Rm given by

αk(σ) =
(
σ(0), σ( 1

k ), ..., σ(k−1
k )
)
, ∀σ ∈ Affk(T;Rm).

In particular, being Affk(T;Rm) a finite dimensional vector space, it is a Hilbert
subspace of W 1,2(T;Rm).

Lemma III.13. The union of the spaces Affk(T;Rm), for all k ∈ N, is dense in
W 1,2(T;Rm), i.e.

⋃

k∈N

Affk(T;Rm) = W 1,2(T;Rm).

Proof. It is well known that C∞(T;Rm) is dense in W 1,2(T;Rm), see for instance
[Ad, page 54]. Hence, all we have to do in order to prove the lemma is to show
that, for an arbitrary γ ∈ C∞(T;Rm), there exists a sequence {γk | k ∈ N} such
that γk ∈ Affk(T;Rm) and γk → γ in W 1,2(T;Rm). A candidate for this sequence is
built by defining γk to be the map in Affk(T;Rm) such that γk(

j
k ) = γ( jk ) for each

j ∈ Zk, see figure III.1.
Since γ is smooth and 1-periodic, if we fix an arbitrary ε > 0 there exists a

positive δ > 0 such that, for each t ∈ T and for each δ0, δ1 > 0 with 0 < δ0 + δ1 ≤ δ,
we have

∣∣∣∣γ̇(t)−
γ(t+ δ1)− γ(t− δ0)

δ1 + δ0

∣∣∣∣ ≤ ε.(III.19)

Now, notice that, for each k ∈ N, the periodic curve γk : T → R is differentiable
outside the points j/k (for each j ∈ Zk) and we have

γ̇k(t) = k
[
γ
(
⌊kt⌋+1
k

)
− γ

(
⌊kt⌋
k

)]
, t ∈ T \

{
j
k | j ∈ Zk

}
,

where ⌊·⌋ gives the integer part of its argument. In particular, for each irrational
number t ∈ R \Q, or more precisely for each t ∈ (R \Q)/Z, we have

lim
k→∞

γ̇k(t) = γ̇(t).
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γ
γ6 γ3

γ(0)

γ( 1
6
)

γ( 2
6
)

γ( 3
6
)

γ( 4
6
)

γ( 5
6
)

Figure III.1. Example of a smooth loop γ (solid line) and the corresponding piecewise affine loops
γ3 (dotted line) and γ6 (dashed line) of the sequence {γk | k ∈ N}.

Since the rational numbers have Lebesgue measure 0, the above equation implies
that γ̇k converges to γ̇ almost everywhere as k → ∞. By (III.19), for each ε > 0
there exists δ > 0 such that, for each k ≥ δ−1 and for almost every t ∈ T, we have

|γ̇(t)− γ̇k(t)| =

∣∣∣∣∣∣
γ̇(t)−

γ
(
⌊kt⌋+1
k

)
− γ

(
⌊kt⌋
k

)

1
k

∣∣∣∣∣∣
≤ ε.

We can then apply the dominated convergence theorem to conclude that γ̇k → γ̇ in
L2(T;Rm) as k →∞, and therefore γk → γ in W 1,2(T;Rm) as k →∞. �

Once this preliminaries are established, we can prove the announced result about
the Morse index of the discrete action functionals.

Lemma III.14. For all k ∈ N sufficiently big, the Morse index of Ak at q′ coincides
with the Morse index of A at γq′ , i.e.

ι(Ak,q
′) = ι(A , γq′).

Proof. Since the functionals Ak and A |Λk
have the same Morse index and nullity

pair (see the proof of corollary III.11), we just need to prove that ι(A |Λk
, γq′) =

ι(A , γq′) for all the sufficiently big k ∈ N.

By definition of Morse index, there exists a ι(A , γq′)-dimensional vector subspace
V ⊆W 1,2(T;Rm) over which HessA (γq′) is negative definite, i.e.

HessA (γq′)[σ, σ] < 0, ∀σ ∈ V \ {0} .(III.20)
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By lemmas III.13 and III.12, we can choose V to be a subspace of Affk(T;Rm).
Then, let us define a linear map K : V → Tγq′

Λk as K(σ) = σ̃, where σ̃ is the
unique element in Tγq′

Λk such that

σ( jk ) = σ̃( jk ), ∀j ∈ Zk.

Notice that K is injective. In fact, if K(σ) = 0, we have σ( jk ) = 0 for each j ∈ Zk,

and since σ ∈ Affk(T;Rm) we conclude that σ = 0. Hence, Ṽ = KV is a ι(A , γq′)-
dimensional vector subspace of Tγq′

Λk.

In order to conclude we just have to show that HessA (γq′) is negative definite
over the vector space Ṽ . First of all, notice that, for each σ ∈W 1,2(T;Rm), we have

HessA (γq′)[σ, σ] =

∫ 1

0

(
〈a σ̇, σ̇〉+ 〈b σ, σ̇〉+ 〈bT σ̇, σ〉+ 〈c σ, σ〉

)
dt

= 2

∫ 1

0
L(t, σ(t), σ̇(t)) dt = 2A(σ).

(III.21)

Now, consider an arbitrary σ̃ ∈ Ṽ \ {0} and put σ = K−1(σ̃) ∈ V \ {0}. For
each j ∈ Zk the curve σ̃|[j/k,(j+1)/k] is an action minimizer with respect to L, and
therefore A(σ̃) ≤ A(σ). By (III.20) and (III.21) we conclude

HessA |Λk
(γq′)[σ̃, σ̃] = 2A(σ̃) ≤ 2A(σ) = HessA (γq′)[σ, σ] < 0. �

III.5 Homotopic approximation of the action sublevels

The discretization technique introduced in this chapter can also be used to build finite
dimensional homotopic approximations of the sublevels of the action functional. Let
L : R/Z × TM → R be a 1-periodic convex quadratic-growth Lagrangian with
associated action A : W 1,2(T;M) → R, as in the previous sections, and consider
the constants ε0 = ε0(L ) > 0 and ρ0 = ρ0(L ) > 0 given by theorem III.2. We will
need the following statement.

Proposition III.15. For each c ∈ R there exists a real ε̄ = ε̄(L , c) > 0 such that,
for each ζ ∈ W 1,2(T;M) with A (ζ) < c and for each interval [t0, t1] ⊂ R with
0 < t1 − t0 ≤ ε̄ we have dist (ζ(t0), ζ(t1)) < ρ0.

Proof. Up to summing a positive constant to the convex quadratic-growth La-
grangian L , we can always assume that there exists a constant ℓ > 0 such that

L (t, q, v) ≥ ℓ |v|2q , ∀(t, q, v) ∈ R/Z× TM.

Then, let us consider an arbitrary loop ζ ∈ W 1,2(T;M) such that A (ζ) < c. For
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each interval [t0, t1] ⊂ R with 0 < t1 − t0 ≤ 1 we have

dist (ζ(t0), ζ(t1))
2 ≤

(∫ t1

t0

|ζ̇(t)|ζ(t)dt
)2

≤ (t1 − t0)
∫ t1

t0

|ζ̇(t)|2ζ(t) dt

≤ (t1 − t0)
∫ t1

t0

ℓ−1L (t, ζ(t), ζ̇(t)) dt ≤ (t1 − t0)ℓ−1A (ζ)

< (t1 − t0)ℓ−1c.

Hence, for ε̄ = ε̄(L , c) := ρ2
0 ℓ c

−1, we obtain the claim. �

From now on, we will briefly denote the open sublevels of the action and of the
discrete action by

(A )c := A −1(−∞, c), (Ak)c := A −1
k (−∞, c), ∀c ∈ R.

Let us consider the integer

k̄(L , c) :=

⌈
max

{
1

ε0(L )
,

1

ε̄(L , c)

}⌉
∈ N.

We want to show that, for each c ∈ R and for each integer k ≥ k̄(L , c), the map
λk : ∆k →֒ W 1,2(T;M) (see the definition after (III.11)) restricts to a homotopy
equivalence

λk : (Ak)c
∼−֒→(A )c.

Equivalently, since Ak = A ◦ λk and since λk maps ∆k diffeomorphically onto Λk,
we can show that the inclusion of the open sublevel (A |Λk

)c := (A )c ∩Λk into (A )c
is a homotopy equivalence.

In order to prove this claim, let us introduce the retraction

rk : (A )c → (A |Λk
)c

that maps a loop ζ ∈ (A )c to the loop rk(ζ) such that rk(ζ)|[j/k,(j+1)/k] is the

unique action minimizer (with respect to L ) with endpoints ζ( jk ) and ζ( j+1
k ), for

each j ∈ Zk. Then, we build a homotopy

Rk : [0, 1] × (A )c → (A )c

as follows: for each j ∈ Zk, s ∈ [ jk ,
j+1
k ] and ζ ∈ (A )c, the loop Rk(s, ζ) is defined as

Rk(s, ζ)|[0,j/k] = rk(ζ)|[0,j/k], Rk(s, ζ)|[s,1] = ζ|[s,1] and Rk(s, ζ)|[j/k,s] is the unique

action minimizer with endpoints ζ( jk ) and ζ(s), see figure III.2. By proposition III.15,
the homotopy Rk and the map rk are well defined and we have

A (Rk(s, ζ)) ≤ A (ζ) ∀ζ ∈ (A )c, s ∈ [0, 1].

Moreover Rk is a strong deformation retraction. In fact, for each ζ ∈ (A )c we
have Rk(0, ζ) = ζ, Rk(1, ζ) = rk(ζ) and, if ζ also belongs to Λk, we further have
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Figure III.2. (a) Example of a loop ζ (solid line) and the corresponding r5(ζ) (dotted line),
for the case of the autonomous Lagrangians of the geodesics on the flat R

2, i.e.
L (t, q, v) = L (v) = v2

1 + v2
2 . (b) Homotopied curve R5(s, ζ) (solid line).

Rk(s, ζ) = ζ for all s ∈ [0, 1]. This proves that the retraction rk is the homotopic
inverse of the inclusion (A |Λk

)c →֒ (A )c.
If c1 < c2 ≤ c, the same deformation retraction Rk can be used to show that the

pair ((A )c2 , (A )c1) deformation retracts strongly onto ((A |Λk
)c2 , (A |Λk

)c1). Fur-
thermore, if γ ∈ W 1,2(T;M) is a critical point of A with A (γ) = c, up to in-
creasing k we have that γ ∈ Λk and Rk gives a deformation retraction of the pair
((A )c ∪ {γ} , (A )c) onto ((A |Λk

)c ∪ {γ} , (A |Λk
)c).

Summing up, we have obtained the following.

Lemma III.16.
(i) Let c1 < c2 <∞. Then, there exists a positive integer k̄ = k̄(L , c2) such that,

for every integer k ≥ k̄, the embedding λk restricts to a homotopy equivalence
of topological pairs

λk : ((Ak)c2, (Ak)c1)
∼−֒→((A )c2 , (A )c1).

(ii) Let q ∈ ∆k be a critical point of Ak such that Ak(q) = c. Then, there exists a
positive integer k̄ = k̄(L , c) such that, for every integer k ≥ k̄, the embedding
λk restricts to a homotopy equivalence of topological pairs

λk : ((Ak)c ∪ {q} , (Ak)c)
∼−֒→((A )c ∪ {γq} , (A )c),

where γq = λk(q).

In the forthcoming chapters, we will mainly apply the above lemma to show that
λk induces isomorphisms between invariant groups that are fundamental in Morse
theory: the local homology groups. We recall that the local homology groups of
Ak at a critical point q are defined as

H∗(Ak,q) := H∗ ((Ak)c ∪ {q} , (Ak)c) ,



III - DISCRETIZATIONS 61

where H∗ in the right hand side denotes the singular homology functor (with arbitrary
coefficient group). The local homology groups of the full action functional A at the
corresponding critical point γq = λk(q) are defined analogously as

H∗(A , γq) = H∗ ((A )c ∪ {γq} , (A )c) .

Hence, point (ii) of the above lemma III.16 has the following immediate consequence.

Corollary III.17. For each integer k > k̄(L , c) the embedding λk induces the
homology isomorphism

H∗(λk) : H∗(Ak,q)
≃−→H∗(A , γq).

It is well known that the local homology groups of a C2 functional at a critical
point are trivial in dimension that is smaller than the Morse index or bigger than the
sum of the Morse index and the nullity (cf. corollary A.10 in appendix A). Here, we
can recover this result for the C1 action functional A : W 1,2(T;M) → R, at least
for contractible critical points.

Corollary III.18. Let γ : T → M be a contractible loop that is critical point of
the action functional A . Then, the local homology groups H∗(A , γ) are trivial if ∗
is less than ι(A , γ) or greater than ι(A , γ) + ν(A , γ).

Proof. For each sufficiently big k ∈ N, there exists q ∈ ∆k such that

γ = γq = λk(q)

and q is a critical point of the discrete action Ak (see section III.4). By corol-
lary III.11 and lemma III.14, up to increasing k we have that

(ι(Ak,q), ν(Ak ,q)) = (ι(A , γq), ν(A , γq)).

By the above corollary III.17, up to further increasing k we have

H∗(Ak,q) ≃ H∗(A , γq).

Therefore our claim follows from corollary A.10 applied to the local homology group
H∗(Ak,q). �

III.6 Arbitrary period

So far we have only dealt with 1-periodic loop spaces, but our arguments extend to
every period n ∈ N as follows. Consider the smooth 1-periodic convex quadratic-
growth Lagrangian L : R/Z×TM → R of the previous sections. For each k ∈ N we
define C∞

k (T[n];M) as the space of continuous n-periodic curves ζ : T[n] →M such
that, for each j ∈ Znk, the restriction ζ|[j/k,(j+1)/k] is smooth. We endow this space
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with the broken smooth topology that turns it into a Fréchet manifold, analogously
at what we did for C∞

k (T;M). If k ≥ 1/ε0(L ), we define a smooth embedding

λ
[n]
k = λ

[n]
k,L : ∆nk →֒ C∞

k (T[n];M)

in the following way: for each q = (q0, ..., qnk−1, qnk) ∈ ∆nk we put λ
[n]
k (q) := γq,

where γq is the only loop whose restrictions γq|[j/k,(j+1)/k] are the unique action
minimizers (with respect to L ) with endpoints qj and qj+1, for each j ∈ Znk. We
define the k-broken n-periodic Euler-Lagrange loop space (with respect to L )
as the image

Λ
[n]
k = Λ

[n]
k,L := λ

[n]
k (∆nk)

of the embedding λ
[n]
k . As for the 1-periodic case, Λ

[n]
k is a smooth submanifold

of C∞
k (T[n];M) (and of W 1,2(T[n];M)) with finite dimension nkm, where m is the

dimension of M . Finally, we define the discrete mean action functional

A
[n]
k : ∆nk → R

as the composition of the mean action functional A [n] of L (cf. section II.3) with

λ
[n]
k , namely

A
[n]
k (q) =

1

n

∫ n

0
L (t, γq(t), γ̇q(t)) dt, ∀q ∈ ∆nk.

All the results of sections III.3, III.4 and III.5 still hold if we replace A and Ak with

the mean versions A [n] and A
[n]
k , for each n ∈ N.

The nth-iteration map ψ[n] : W 1,2(T;M) →֒W 1,2(T[n];M) restrict to a continu-
ous embedding of k-broken Euler-Lagrange loop spaces

ψ[n] : Λk →֒ Λ
[n]
k .

Moreover, by means of the diffeomorphisms λk and λ
[n]
k we can define the discrete

nth-iteration map

ψ
[n]
k : ∆k →֒ ∆nk,

in such a way that the following diagram commutes.

∆k
� �

ψ
[n]
k //

λk ≃

��

∆nk

λ
[n]
k

≃

��

Λk
� � ψ[n]

// Λ
[n]
k

Namely, for each q ∈ ∆k, we have ψ
[n]
k (q) = q[n], where

q[n] := (q, ...,q
︸ ︷︷ ︸
n times

).



Chapter IV

Local homology and Hilbert

subspaces

The aim of this chapter is to prove an abstract Morse-theoretic result, that will be
applied to the Lagrangian action functional of convex quadratic-growth Lagrangians.
Roughly speaking, the theorem states that the local homology of a functional defined
on a Hilbert space does not change if we restrict the functional to a Hilbert subspace
containing the involved critical point, provided that this Hilbert subspace is invariant
for the gradient flow of the functional. The proof of this result is technical, and in
particular requires to reconsider the proof of two classical Morse-theoretic results
that are often used as black boxes: the generalized Morse lemma (cf. lemma A.1)
and the characterization of the local homology groups as homology of Gromoll-Meyer
pairs (cf. theorem A.7).

As an application of this theorem, we obtain that the nth-iteration map induces
an isomorphism between the local homology of the action functional A at a critical
point γ and the local homology of the mean action functional A [n] at γ[n], provided
that the Morse index and nullity pairs of A and A [n] at γ and γ[n] respectively
are the same. For the special case of Lagrangian systems on the m-torus, with a
fiberwise quadratic Lagrangian, this result is due to Long (cf. [Lo, theorem 3.7]).
Our statement may be considered an extension of Long’s one.

In section IV.1 we introduce the above mentioned result. The proof will be
carried out in section IV.4, after establishing several preliminaries in sections IV.2
and IV.3. Finally, in section IV.5 we discuss the applications to the Lagrangian
action functional.

IV.1 The abstract result

Let us consider an open set U of a Hilbert space E and a C2 functional F : U → R

that satisfies the Palais-Smale condition. Let E• be a Hilbert subspace of E such

63
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that U• := U ∩E• 6= ∅ and GradF (y) ∈ E• for all y ∈ U•. This latter condition
is equivalently expressed via the isometric inclusion J : E• →֒ E as

(GradF ) ◦ J = J ◦Grad(F ◦ J).(IV.1)

Let x ∈ U be an isolated critical point of F that sits in the subspace E•, i.e.
x ∈ CritF ∩E•, and let us further assume that the Morse index and nullity of F
at x are finite, i.e. ι(F ,x), ν(F ,x) < ∞. We denote by H = H(x) the bounded
self-adjoint linear operator on E associated to the Hessian of F at x, i.e.

HessF (x)[v,w] = 〈Hv,w〉E , ∀v,w ∈ E.(IV.2)

We require that H is a Fredholm operator, so that the functional F satisfies the
hypotheses of the generalized Morse lemma (lemma A.1).

Throughout this chapter, for simplicity, all the homology groups are assumed to
have coefficients in a field F (in this way we avoid the torsion terms that appear in
the Künneth formula). We recall that the local homology groups of the functional
F at x are defined as

H∗(F ,x) = H∗ ((F )c ∪ {x} , (F )c) ,

where c = F (x) and (F )c := F−1(−∞, c). If we denote by F• : U• → R the
restricted functional F |U• , then x is a critical point of F• as well and the local
homology groups H∗(F•,x) are defined analogously as H∗((F•)c∪{x} , (F•)c). The
inclusion J restricts to a continuous map of pairs

J : ((F•)c ∪ {x} , (F•)c) →֒ ((F )c ∪ {x} , (F )c).

In this way, it induces the homology homomorphism

H∗(J) : H∗(F•,x)→ H∗(F ,x).

In this chapter we want to show that, if the Morse index and nullity pair at x does not
change under restriction to the Hilbert subspace E•, then the above homomorphism
H∗(J) is an isomorphism. Namely, our main result is the following.

Theorem IV.1. If the Morse index and nullity pair of F and F• at x coincide, i.e.

(ι(F ,x), ν(F ,x)) = (ι(F•,x), ν(F•,x)),

then H∗(J) is an isomorphism of local homology groups.

The proof of this theorem will be carried out in section IV.4, after several prelimi-
naries.

Remark IV.1. One might ask if theorem IV.1 still holds without the assump-
tion (IV.1). This is true in case x is a non-degenerate critical point: briefly, a
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relative cycle that represents a generator of Hι(F ,x)(F•,x) also represents a gen-
erator of Hι(F ,x)(F ,x), and all the other local homology groups H∗(F•,x) and
H∗(F ,x), with ∗ 6= ι(F ,x) = ι(F•,x), are trivial (see theorem A.3). However, in
the general case, assumption (IV.1) is necessary, as it is shown by the following sim-
ple example. Consider the function F of example A.4 in appendix A, i.e. F : R2 → R

given by
F (x, y) = (y − x2)(y − 2x2), ∀(x, y) ∈ R2.

The origin 0 is clearly an isolated critical point of F , and the corresponding Hessian
is given in matrix form by

HessF (0, 0) =

[
0 0
0 2

]
.(IV.3)

Now, let us consider the inclusion J : R →֒ R2 given by J(x) = (x, 0), namely the
inclusion of the x-axis in R2. The Morse index of F at the origin is 0 and coincides
with the Morse index of the restricted function F ◦ J . Analogously, the nullity of F
and F ◦J at the origin are both equal to 1. However the gradient of F on the x-axis
is given by

GradF (x, 0) = (8x3,−3x2), ∀x ∈ R,

hence condition (IV.1) is not satisfied for the inclusion J , i.e.

(GradF ) ◦ J 6= Grad(F ◦ J).

The local homology groups of F and F ◦ J at the origin are not isomorphic (and
consequently H∗(J) is not an isomorphism). In fact, examining the sublevel (F )0
(see figure A.6 in appendix A) it is clear that the origin is a saddle for F and a
minimum for F ◦ J . Therefore we have

H∗(F,0) =

{
F ∗ = 1,
0 ∗ 6= 1,

H∗(F ◦ J, 0) =

{
F ∗ = 0,
0 ∗ 6= 0, �

Remark IV.2. Also the hypothesis of C2 regularity of the involved functional is
essential in order to obtain the assertion of theorem IV.1. In fact, let us modify the
functional F of the previous remark in the following way

F (x, y) = (y − x2)(y − 2x2) + 3x6 arctan
( y
x4

)
, ∀(x, y) ∈ R2.

This function is C1 and twice Gateaux differentiable, but it is not C2 at the origin,
which is again a critical point of F . Equation (IV.3) still holds, but the gradient of
F on the x-axis is now given by

GradF (x, 0) = (8x3, 0), ∀x ∈ R,

so that condition (IV.1) is satisfied, i.e.

(GradF ) ◦ J = Grad(F ◦ J),
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where J : R →֒ R2 is given by J(x) = (x, 0). As in the previous remark, the Morse
index and nullity pair of F at the origin is (0, 1) and coincides with the Morse index
and nullity pair of F ◦J at 0. Moreover, 0 is a local minimum of F ◦J , which implies

H∗(F ◦ J, 0) =

{
F ∗ = 0,
0 ∗ 6= 0,

However, the origin 0 ∈ R2 is not a local minimum of the functional F . In fact, a
straightforward computation shows that 0 is a local maximum of the functional F
restricted to the parabola y = 3

2x
2, namely 0 ∈ R is a local maximum of the function

x 7→ F
(
x, 3

2x
2
)

= −1

4
x4 + 3x6 arctan

(
3

2x2

)
.

This readily implies that H0(F,0) = 0 6= H0(F ◦J, 0), which contradicts the assertion
of theorem IV.1. �

IV.2 The generalized Morse lemma revisited

In order to prove theorem IV.1, we need to give a more precise statement of the
generalized Morse lemma (lemma A.1). Everything that we will claim already fol-
lows from the classical proof (see for instance [Ch, page 44]), but for the reader’s
convenience we include a full treatment.

In order to simplify the notation, from now on we will assume, without loss
of generality, that x = 0 ∈ E and hence U ⊂ E is an open neighborhood of 0.
According to the operator H associated to the Hessian of F at the critical point
0, we have an orthogonal splitting E = E+ ⊕ E− ⊕ E0, where E+ [resp. E−] is a
closed subspace in which H is positive definite [resp. negative definite], while E0 is
the finite-dimensional kernel of H (cf. section A.1). We denote by P± : E → E±

the linear projector onto E± := E+⊕E−. On E± \ {0} we introduce the local flow
ΘH defined by ΘH(s, σ(0)) = σ(s), where σ : (s0, s1)→ E± \{0} (with s0 < 0 < s1)
is a curve that satisfies

σ̇(s) = − Hσ(s)

‖Hσ(s)‖E
, ∀s ∈ (s0, s1).(IV.4)

We also set ΘH(0,0) := 0.
Then, the generalized Morse lemma may be restated as follows.

Lemma IV.2 (Generalized Morse Lemma revisited). With the above assump-
tions on F , there exists an open neighborhood V ⊆ U of 0, a homeomorphism onto
its image

φ : (V ,0)→ (U ,0)

and a C1 map

ψ : (V ∩E0,0)→ (E±,0),

such that the following assertions hold.
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(i) For each v ∈ V , if we write v = v0 + v± according to the splitting E =
E0 ⊕E±, we have

F ◦ φ(v) = F
(
v0 + ψ(v0)

)
︸ ︷︷ ︸

=:F0(v0)

+ 1
2

〈
Hv±,v±

〉
E︸ ︷︷ ︸

=:F±(v±)

.

(ii) The origin 0 is a critical point of both F 0 and F±.

(iii) The map ψ is implicitly defined by

P±
(
GradF (v0 + ψ(v0))

)
= 0, ∀v0 ∈ V ∩E0,

ψ(0) = 0.

(iv) The homeomorphism φ is given by

φ−1(v) = v0 + ΘH(τ(v − ψ(v0)),v± − ψ(v0)), ∀v = v0 + v± ∈ φ(V ),

where τ is a continuous function defined in the following way: for each v =
v0+v± that belongs to its domain, if v± 6= 0 then τ(v) is the only real number
satisfying

|τ(v)| < ‖v±‖E,
F
(
v + ψ(v0)

)
−F

(
v0 + ψ(v0)

)
= F±(ΘH(τ(v),v±)),

otherwise, if v± = 0, we have τ(v) = τ(v0) = 0.

Proof. Since the Hessian of F at 0 is non-degenerate when restricted to E±⊗E±,
by the implicit function theorem we can find an open neighborhood V 0 ⊂ U ∩E0

of 0 and a C1 map ψ : (V 0,0)→ (E±,0) that is implicitly defined as in point (iii),
for 〈

P±
(
GradF (v0 + ψ(v0))

)
, ·
〉
E

= dF (v0 + ψ(v0))|E± .

Since 0 = ψ(0) is a critical point of F , we immediately obtain that it is also
a critical point of the functional F 0 defined in the statement. Analogously, 0 is
clearly a critical point of the quadratic functional F± : E± → R of the statement.

All we have to do in order to conclude is to show that, in some neighborhood
V ′ ⊂ U of 0, there is a continuous function τ : V ′ → R that is defined as in point
(iv). Then, we can consider a continuous map φ−1 : V ′ → E, defined as in the first
equation of point (iv), that is a homeomorphism onto its image since we can build
its inverse in an analogous way by the flow ΘH . Assertion (i) follows as a direct
consequence.

Now, notice that the flow ΘH is well defined on

{
(s,v±) ∈ R×E± |v 6= 0, |s| < ‖v±‖E

}
.

In fact, for an arbitrary v±, consider the maximal flow line σ : (s0, s1)→ E± \ {0}
of ΘH (cf. equation (IV.4)) with s0 < 0 < s1 and σ(0) = v±, and assume by
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contradiction that s1 < ‖v±‖E. Since ‖σ̇(s)‖E = 1 for each s ∈ (s0, s1), we have
‖σ(s) − v±‖E ≤ |s| and therefore 0 < ‖σ(s1)‖E < 2‖v±‖E. This shows that
σ̇(s1) = −Hσ(s1)/‖Hσ(s1)‖E is well defined, and consequently σ can be further
extended over s1, which contradicts the maximality of s1. The same argument
shows that s0 ≤ −‖v±‖E.

For each r > 0, let us denote by B±
r and B0

r the open balls of radius r in E±

and E0 respectively, i.e.

B±
r =

{
v± ∈ E± | ‖v±‖E < r

}
, B0

r =
{
v0 ∈ E0 | ‖v0‖E < r

}
.

Since F is C2, for each ε > 0 there exists δ > 0 such that, for each v = v± + v0 ∈
B±
δ ⊕B0

δ , we have

|F (v + ψ(v0))−F (v0 + ψ(v0))−F±(v±)|

=

∣∣∣∣

∫ 1

0

∫ 1

0
s
(
HessF (rsv± + v0)[v±,v±]−HessF (0)[v±,v±]

)
dr ds

∣∣∣∣

≤ ε‖v±‖2E.

(IV.5)

Then, notice that the flow lines of ΘH are actually the anti-gradient flow lines (up
to a reparametrization) of the Morse functional F±, and therefore, for each v± ∈
E± \ {0}, the function s 7→ F± ◦ΘH(s,v±) is strictly decreasing. Moreover,

|F±(ΘH(s,v±))−F±(v±)| =
∫ |s|

0
‖H ΘH(r,v±)‖E dr

≥ cH
∫ |s|

0
‖ΘH(r,v±)‖E dr

≥ cH
∫ |s|

0

(
‖v±‖E − r

)
dr

≥ cH
(
‖v±‖E |s| −

s2

2

)
,

(IV.6)

where cH > 0 is a constant determined by the spectrum of H. By (IV.5) and (IV.6),
for each v = v± + v0 ∈ B±

δ ⊕B0
δ with v± 6= 0 and for each s ∈ R with |s| < ‖v±‖,

we have

|F (v + ψ(v0))−F (v0 + ψ(v0))−F±(ΘH(s,v±))|
≥ |F±(v±)−F±(ΘH(s,v±))| − |F (v + ψ(v0))−F (v0 + ψ(v0))−F±(v±)|

≥ cH
(
‖v±‖E |s| −

s2

2

)
− ε‖v±‖2E

︸ ︷︷ ︸
(∗)

.

The quantity (∗) is nonnegative for

‖v±‖E
(

1−
√

1− 2ε

cH

)
≤ |s| ≤ ‖v±‖E

(
1 +

√
1− 2ε

cH

)
,
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and since the function s 7→ F± ◦ΘH(s,v±) is strictly decreasing we obtain

F±(ΘH(s,v±)) ≤ F (v + ψ(v0))−F (v0 + ψ(v0)) ≤ F±(ΘH(−s,v±))

∀s ∈
[
‖v±‖E

(
1−

√
1− 2ε

cH

)
, ‖v±‖E

)
.

This implies that there exists a unique τ(v) ∈ R, with

|τ(v)| < ‖v±‖E
(

1−
√

1− 2ε

cH

)
< ‖v±‖E,

such that

F±(ΘH(τ(v),v±)) = F (v + ψ(v0))−F (v0 + ψ(v0)).

By the implicit function theorem, the obtained function τ is continuous, and can be
continuously extended to each v = v± + v0 ∈ B±

δ ⊕ B0
δ with v± = 0 by τ(v) =

τ(v0) = 0. �

IV.3 Naturality of the Morse lemma

Let H• be the bounded self-adjoint linear operator on E• ⊂ E associated to the
Hessian of the restricted functional F• = F |E• at 0. Then H ◦ J = J ◦H•. This
follows immediately from condition (IV.1), since

H ◦ J = d(GradF )(0) ◦ J = d((GradF ) ◦ J︸ ︷︷ ︸
J◦Grad(F•)

)(0) = J ◦ d(Grad(F•))(0) = J ◦H•.

Namely, the restriction of H to E• coincides with H•, i.e.

H|E• = H•,(IV.7)

and in particular it is a self-adjoint Fredholm operator on E•. If we denote by E• =
E0

• ⊕E+
• ⊕E−

• the orthogonal splitting defined by the operator H•, equation (IV.7)
readily implies that

E0
• ⊆ E0, E+

• ⊆ E+, E−
• ⊆ E−,(IV.8)

and moreover, if we denote by P±
• : E• → E±

• the orthogonal projector onto E±
• =

E+
• ⊕E−

• , this latter turns out to be the restriction of the projector P± : E → E±

to E•, i.e.

P±|E• = P±
• .(IV.9)

The hypotheses of the generalized Morse Lemma are fulfilled by both the func-
tional F and its restriction F•. The following is the long list of the symbols involved
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in the statement of lemma IV.2, and we write in the subsequent line the correspond-
ing list of symbols involved in the statement referred to the restricted functional
F•:

E±, E0, P±, V , ΘH , φ, ψ, τ, F 0, F±,
E±

• , E0
• , P±

• , V•, ΘH• , φ•, ψ•, τ•, F 0
• , F±

• .

We want to show that, under the hypotheses of theorem IV.1, the decomposition
F±+F 0 of F , given by the generalized Morse lemma, restricts to the corresponding
decomposition F±

• + F 0
• of F•.

Lemma IV.3.
(i) If ι(F ,0) = ι(F•,0), then E− = E−

• .

(ii) If ν(F ,0) = ν(F•,0), then E0 = E0
• .

Proof. The claims follow at once from (IV.8), since

dim E−
• = ι(F•,0) = ι(F ,0) = dim E−,

dimE0
• = ν(F•,0) = ν(F ,0) = dimE0. �

Proposition IV.4. If ν(F ,0) = ν(F•,0), the following equalities hold (on some
neighborhood of the critical point 0 where the involved maps are defined):

(i) ψ = ψ•,

(ii) φ|E• = φ•.

Proof. By lemma IV.3(ii), the domains of the maps ψ and ψ• are open neighbor-
hoods of 0 in E0 = E0

• . Up to shrinking these neighborhoods, we can assume
that both ψ and ψ• have common domain V 0 ⊂ E0. By lemma IV.2(iii) we have
ψ(0) = ψ•(0) = 0, and all we have to do in order to conclude the proof of (i) is to
show that, for each v0 ∈ V 0 \{0}, the maps ψ•(v

0) and ψ(v0) are implicitly defined
by the same equation, that is

P±
(
GradF (v0 + ψ(v0))

)
= 0 = P±

(
GradF (v0 + ψ•(v

0))
)
.

This is easily verified since, by (IV.1) and (IV.9), we have

P±(GradF (v0 + ψ•(v
0))) = P±

• (GradF•(v
0 + ψ•(v

0))) = 0.

For (ii), up to shrinking the domains of φ and φ•, we can assume that they are
maps of the form φ : V → U and φ• : V• → U•, where V• = V ∩E•. Being φ and
φ• homeomorphisms onto their images, we can equivalently prove that φ−1 = φ−1

•

on the open set φ•(V•) ⊂ U•. To begin with, notice that (IV.7) readily implies that
the flow ΘH• is the restriction of the flow ΘH to E±

• \ {0}, i.e.

ΘH(·,v±) = ΘH•(·,v±), ∀v± ∈ E±
• \ {0} .
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By lemma IV.2(iv) and since ψ = ψ•, for each v = v0 + v± ∈ φ•(V•) we have

φ−1(v) = v0 + ΘH(τ(v − ψ(v0)),v± − ψ(v0)),

φ−1
• (v) = v0 + ΘH(τ•(v − ψ(v0)),v± − ψ(v0)).

Hence, in order to conclude the proof of (ii) we just need to show that, for each
v in the domain of τ•, we have τ(v) = τ•(v). This is easily verified since, by
lemma IV.2(iv), τ(v) and τ•(v) are implicitly defined by the same equation

1

2

〈
H ΘH(τ(v),v±),ΘH(τ(v),v±)

〉
E

= F
(
v + ψ(v0)

)
−F

(
v0 + ψ(v0)

)

=
1

2

〈
H ΘH(τ•(v),v±),ΘH(τ•(v),v±)

〉
E
. �

Corollary IV.5. If ν(F ,0) = ν(F•,0) then F±|E• = F±
• and F 0 = F 0

• .

IV.4 Local Homology

In this section we will carry out the proof of theorem IV.1. Before going to this
proof, we need to establish another naturality property, this time for the isomorphism
between the local homology of F at 0 and the homology of corresponding Gromoll-
Meyer pairs (see section A.5 in appendix A).

Lemma IV.6. Let (W ,W−) be a Gromoll-Meyer pair for F at 0. Then, the fol-
lowing holds.

(i) The pair (W•,W•−) := (W ∩E•,W−∩E•) = (J−1(W ), J−1(W−)) is a Gromoll-
Meyer pair for F• = F |E• at 0.

(ii) Consider the restrictions of J : E• →֒ E given by

J : ((F•)c ∪ {x} , (F•)c) →֒ ((F )c ∪ {x} , (F )c),

J : (W•,W•−) →֒ (W ,W−).

These restrictions induce the homology homomorphisms

H∗(J) : H∗(F•,0)→ H∗(F ,0),

H∗(J) : H∗(W•,W•−)→ H∗(W ,W−).

Then, there exist homology isomorphisms ι(W•,W•−) and ι(W ,W−) such that the
following diagram commutes.

H∗(F•,0)
H∗(J) //

ι(W•,W•−) ≃

��

H∗(F ,0)

ι(W ,W−)≃

��
H∗(W•,W•−)

H∗(J) // H∗(W ,W−)
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Proof. Part (i) just requires the straightforward verification that the pair (W•,W•−)
satisfies conditions (GM1),...,(GM4) (cf. section A.5) in the definition of Gromoll-
Meyer pair. Part (ii) requires to examine the proof of theorem A.7 in appendix A,
and we refer the reader to [Ch, page 48] for more details on what we claim. The point,
here, is to show that the isomorphism between the local homology and the homology
of a Gromoll-Meyer pair is given by the composition of homology isomorphisms
induced by maps, so that the assertion follows from the functoriality of singular
homology.

We denote by ΦGradF the anti-gradient flow of F , as in section A.3 of appendix A.
Notice that, by condition (IV.1), ΦGradF restricts on E• to the anti-gradient flow
ΦGradF• of the restricted functional F•. We introduce the sets Y and Y• given by

Y := ΦGradF ([0,∞)×W ) ,

Y• := ΦGradF• ([0,∞)×W•) = ΦGradF ([0,∞)×W•) = Y ∩E•,

and we consider the following diagram.

H∗(F•,0)
H∗(J) // H∗(F ,0)

H∗ (Y• ∩ (F•)c ∪ {0} ,Y• ∩ (F•)c) //

≃

OO

≃

��

H∗ (Y ∩ (F )c ∪ {0} ,Y ∩ (F )c)

≃

OO

≃

��
H∗ (Y•,Y• ∩ (F•)c) // H∗ (Y ,Y ∩ (F )c)

H∗(W•,W•−)
H∗(J) //

≃

OO

H∗(W ,W−)

≃

OO

In this diagram, all the arrows are homology homomorphisms induced by inclu-
sions. Moreover, all the vertical arrows are isomorphisms (this fact is proved by anti-
gradient flow deformations and excisions), and we define the isomorphisms ι(W•,W•−)

and ι(W ,W−) as the composition of the whole left vertical line and right vertical line
respectively. By the functoriality of singular homology, this diagram is commutative,
and the claim of part (ii) follows. �

After these preliminaries, let us go back to the proof of theorem IV.1. First of
all, if we assume ν(F ,0) = ν(F•,0), corollary IV.5 implies that F 0 = F 0

• . Hence
the inclusion J restrict to the identity map on the pair

((F 0
• )c ∪ {0} , (F 0

• )c) = ((F 0)c ∪ {0} , (F 0)c),
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and therefore

H∗(F
0
• ,0) = H∗(F

0,0).(IV.10)

For the Morse functionals F±
• and F± we have the following result.

Lemma IV.7. If (ι(F ,0), ν(F ,0)) = (ι(F•,0), ν(F•,0)) then the inclusion J ,
restricted as a map

J : ((F±
• )c ∪ {0} , (F±

• )c) →֒ ((F±)c ∪ {0} , (F±)c),(IV.11)

induces the homology isomorphism

H∗(J) : H∗(F
±
• ,0)

≃−→H∗(F
±,0).

Proof. The fact that J restricts to a map of the form (IV.11) is guaranteed by
corollary IV.5. Moreover, lemma IV.3(i) guarantees that E−

• = E−, hence J further
restricts to a homeomorphism

J̃ : (E− ∩ (F±
• )c ∪ {0} ,E− ∩ (F±

• )c) →֒ (E− ∩ (F±)c ∪ {0} ,E− ∩ (F±)c),

and we obtain the following commutative diagram of inclusions.

((F±
• )c ∪ {0} , (F±

• )c)
� � J // ((F±)c ∪ {0} , (F±)c)

(E− ∩ (F±
• )c ∪ {0} ,E− ∩ (F±

• )c)
J̃
≃

//
?�

k• ∼

OO

(E− ∩ (F±)c ∪ {0} ,E− ∩ (F±)c)
?�

k ∼

OO

It is well known that k• and k are homotopy equivalences, and in particular H∗(k•)
and H∗(k) are isomorphisms. Therefore H∗(J) = H∗(k) ◦ H∗(J̃) ◦ H∗(k•)

−1 is an
isomorphism as well. �

Proof of theorem IV.1. The homeomorphisms φ and φ• obtained by the Morse
lemma induce local homology isomorphisms H∗(φ) and H∗(φ•) such that the follow-
ing diagram commutes.

H∗(F•,0)
H∗(J) // H∗(F ,0)

H∗(F
0
• + F±

• ,0)
H∗(J) //

H∗(φ•) ≃

OO

H∗(F
0 + F±,0)

H∗(φ)≃

OO
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Hence, we only need to prove that the lower horizontal homomorphism H∗(J) is an
isomorphism. We consider Gromoll-Meyer pairs (W ±,W ±

− ) and (W 0,W 0
−) for F±

and F 0 respectively at 0, so that the cross product of these pairs, that is

(W ,W−) := (W ± ×W 0, (W ±
− ×W 0) ∪ (W ± ×W 0

−)),

is a Gromoll-Meyer pair for F 0 + F± at 0. Then, by lemma IV.6, we obtain
Gromoll-Meyer pairs for the functionals F±

• , F 0
• and F 0

• + F±
• at 0 respectively as

(W ±
• ,W ±

•−) := (W ± ∩E•,W
±
− ∩E•) = (J−1(W ±), J−1(W ±

− )),

(W 0
• ,W

0
•−) := (W 0 ∩E•,W

0
− ∩E•) = (J−1(W 0), J−1(W 0

−)),

(W•,W•−) := (W ∩E•,W− ∩E•) = (J−1(W ), J−1(W−))

and, together with the Künneth formula, we obtain the following commutative dia-
gram.

H∗(F
0
• + F±

• ,0)
H∗(J) //

ι(W•,W•−) ≃

��

H∗(F
0 + F±,0)

ι(W ,W−)≃

��
H∗(W•,W•−)

H∗(J) //

Künneth ≃

��

H∗(W ,W−)

Künneth≃

��
H∗(W

±
• ,W ±

•−)
⊗

H∗(W
0
• ,W

0
•−)

H∗(J)⊗H∗(J) //
H∗(W

±,W ±
− )

⊗
H∗(W

0,W 0
−)

H∗(F
±
• ,0)
⊗

H∗(F
0
• ,0)

H∗(J)⊗H∗(J)

≃
//

ι
(W ±

• ,W
±
•−

)
⊗ ι

(W 0
• ,W 0

•−) ≃

OO

H∗(F
±,0)
⊗

H∗(F
0,0)

ι
(W ±,W

±
−

)
⊗ ι

(W 0,W 0
−)≃

OO

The commutativity of the upper and lower squares follows from lemma IV.6, while
the commutativity of the central square follows from the naturality of the Künneth
formula (see for instance [Hat, page 275]). By (IV.10) and lemma IV.7, the lower
horizontal homomorphism H∗(J)⊗H∗(J) is an isomorphism, and so must be all the
others horizontal homomorphisms. �
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IV.5 Application to the action functional

Let M be an m-dimensional smooth closed manifold and L : R/Z × TM → R

a smooth 1-periodic convex quadratic-growth Lagrangian, with associated action
functional A : W 1,2(T;M) → R. We also consider, for each n ∈ N, the mean
action functional A [n] : W 1,2(T[n];M) → R (cf. section II.3) and, for each k ∈ N

big enough, the discrete action functional Ak : ∆k → R (cf. section III.3) and the

discrete mean action functional A
[n]
k : ∆nk → R (cf. section III.6).

We show that the abstract theorem IV.1 applies when J is the discrete iteration

map ψ
[n]
k : ∆k →֒ ∆nk and F is the discrete mean action functional A

[n]
k .

Theorem IV.8. Let q ∈ ∆k be a critical point of the discrete action functional Ak

such that Ak(q) = c and, for some n ∈ N, we have

(ι(Ak,q), ν(Ak,q)) = (ι(A
[n]
k ,q[n]), ν(A

[n]
k ,q[n])).

Then, the discrete iteration map ψ
[n]
k , restricted to a map

ψ
[n]
k : ((Ak)c ∪ {q} , (Ak)c) →֒ ((A

[n]
k )c ∪ {q[n]}, (A [n]

k )c),

induces the homology isomorphism

H∗(ψ
[n]
k ) : H∗(Ak,q)

≃−→H∗(A
[n]
k ,q[n]).

Proof. Applying the localization argument of remark III.1 we can assume that
our Lagrangian function has the form L : R/Z × U × Rm → R, where U is an
open subset of Rm, and the corresponding action and mean action have the form
A : W 1,2(T;U)→ R and A [n] : W 1,2(T[n];U)→ R. In this way, we are considering
q as lying in the open set Wk = λ−1

k (W 1,2(T;U)) of the k-fold product Rm×...×Rm,
and correspondingly

q[n] ∈Wnk = (λ
[n]
k )−1(W 1,2(T[n];U)) ⊂ Rm × ...×Rm

︸ ︷︷ ︸
nk times

.

The iteration map ψ[n] : W 1,2(T;U) →֒ W 1,2(T[n];U) is now the restriction of a
bounded linear embedding ψ[n] : W 1,2(T;Rm) →֒ W 1,2(T[n];Rm), namely it is the
restriction of the nth-iteration map on the Hilbert space W 1,2(T;Rm). Analogously,

the discrete iteration map ψ
[n]
k is the restriction of the linear embedding ψ

[n]
k : Rkm →֒

Rnkm given by

ψ
[n]
k (w) = w[n] = (w, ...,w

︸ ︷︷ ︸
n times

), ∀w ∈ Rkm.
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This latter embedding is an isometry with respect to the standard inner product
〈〈·, ·〉〉 on Rkm and the inner product 〈〈·, ·〉〉[n] on Rnkm obtained multiplying by n−1

the standard one, i.e.

〈〈w,z〉〉 =
k−1∑

j=0

〈wj , zj〉 , ∀w = (w0, ..., wk−1),z = (z0, ..., zk−1) ∈ Rkm,

〈〈w′,z′〉〉[n] =
1

n

nk−1∑

j=0

〈
w′
j , z

′
j

〉
, ∀w′ = (w′

0, ..., w
′
nk−1),z

′ = (z′0, ..., z
′
nk−1) ∈ Rnkm,

where we denote by 〈·, ·〉 the standard inner product of Rm.

Now, the functionals Ak and A
[n]
k are smooth (cf. proposition III.4), and there-

fore our claim follows from the abstract theorem IV.1, provided that we verify that
condition (IV.1) holds in our setting. Namely, we must verify that

GradA
[n]
k (w[n]) = ψ[n] ◦GradAk(w), ∀w ∈Wk.

This condition follows easily by proposition III.6. In fact, if we fix an arbitrary
w ∈Wk and we define γw := λk(w) and g = (g0, ..., gk−1) with

gj = ∂vL ( jk , γw( jk ), γ̇w( jk
−
))− ∂vL ( jk , γw( jk ), γ̇w( jk

+
)) ∈ Rm, ∀j ∈ Zk,

we have

GradAk(w) = g, GradA
[n]
k (w[n]) = g[n]. �

Theorem IV.1 does not immediately apply to the mean action functional A [n],
since this latter is not C2 in general. However, despite this lack of regularity, we can
still obtain the assertion of the theorem as a consequence of the results of chapter III
and the above theorem IV.8.

Corollary IV.9. Let γ ∈W 1,2(T;M) be a critical point of the action functional A
such that A (γ) = c and, for some n ∈ N, we have

(ι(A , γ), ν(A , γ)) = (ι(A [n], γ[n]), ν(A [n], γ[n])).

Then, the iteration map ψ[n], restricted to a map

ψ[n] : ((A )c ∪ {γ} , (A )c) →֒ ((A [n])c ∪ {γ[n]}, (A [n])c),

induces the homology isomorphism

H∗(ψ
[n]) : H∗(A , γ)

≃−→H∗(A
[n], γ[n]).
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Proof. As we have already remarked at the beginning of section III.4, for each
sufficiently big k ∈ N there exists q ∈ ∆k such that

γ = γq = λk(q),

and q is a critical point of the discrete action Ak. By corollary III.11 and lemma III.14,
up to increasing k we have that

(ι(Ak,q), ν(Ak ,q)) = (ι(A , γq), ν(A , γq)),

(ι(A
[n]
k ,q[n]), ν(A

[n]
k ,q[n])) = (ι(A [n], γ

[n]
q ), ν(A [n], γ

[n]
q )),

and by our assumptions these four Morse index and nullity pairs coincide. By corol-

lary III.17, up to further increasing k, the embeddings λk and λ
[n]
k induce homology

isomorphisms such that the following diagram commutes.

H∗(A , γq)
H∗(ψ[n]) // H∗(A

[n], γ
[n]
q )

H∗(Ak,q)
H∗(ψ

[n]
k

)

≃
//

H∗(λk) ≃

OO

H∗(A
[n]
k ,q[n])

H∗(λ
[n]
k

)≃

OO

Here, by the above theorem IV.8, the homomorphism H∗(ψ
[n]
k ) is an isomorphism,

and so must be H∗(ψ
[n]). �





Chapter V

The Conley conjecture for Tonelli

systems

This final chapter is devoted to the proof of the Conley conjecture for Tonelli Hamil-
tonian systems on the cotangent bundle of a closed manifold, that, in the Lagrangian
formulation, states the following:

Let M be a closed manifold and L : R/Z × TM → R a Tonelli La-
grangian with global Euler-Lagrange flow. Then, the Euler-Lagrange
system of L admits infinitely many integer periodic solutions.

Actually, the result that we will prove (cf. theorem V.9) is even stronger: in particular
it implies the existence of infinitely many contractible periodic orbits with bounded
mean action and, if only finitely many of them are 1-periodic, it also implies the
existence of contractible periodic orbits of arbitrarily high period.

Our arguments are inspired by a work of Long [Lo], who proved the above Conley
conjecture in the special case of fiberwise quadratic Lagrangians on the m-torus Tm.
More precisely, he proved it for Lagrangians L : R/Z× TTm → R of the form

L (t, q, v) = 〈A(q)v, v〉 + V (t, q), ∀(t, q, v) ∈ R/Z× TTm,

where A : Tm → GL(m) takes values in the space of positive definite symmetric
matrices, 〈·, ·〉 is the standard flat Riemannian metric on Tm and V : R/Z×Tm → R

is a smooth function. Recently, Lu [Lu] extended Long’s proof to the case of a convex
quadratic-growth Lagrangian1 on a closed configuration space. He also established
the existence of infinitely many integer periodic orbits which are homotopic to some

1However, Lu’s proof is valid only for Lagrangians that are fiberwise quadratic. In fact, his
arguments need the C2 regularity of the Lagrangian action functional over the W 1,2 free loop space,
which he assumes citing the erroneous [AF, proposition 4.1]. See proposition II.4 and remark II.3
for the correct statements about the regularity of the action functional.

79
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iteration of a given free loop, provided the connected component of the loop in the
free loop space have nontrivial homology in some positive degree.

Our proof, as well as Long’s and Lu’s ones, is Morse-theoretic in nature, and
can be roughly described as follows: assuming by contradiction that the considered
Euler-Lagrange system admits only finitely many integer periodic solutions, then it
is possible to find a periodic orbit whose local homology persists under iteration, con-
tradicting an established homological vanishing property. Under the Tonelli assump-
tions, we need to deal with several problems while carrying out this proof scheme.
These problems are mainly due to the fact that we do not know a functional setting
in which the Tonelli action functional is both regular and satisfies the Palais-Smale
condition, the minimum requirements to perform Morse theory. In order to overcome
these difficulties we apply the machinery of convex quadratic modifications, recently
developed by Abbondandolo and Figalli [AF]. Their idea consists in modifying the
Tonelli Lagrangian L outside a sufficiently big neighborhood of the zero section of
TM , making it fiberwise quadratic there, and then performing the Morse-theoretic
analysis to the action functional of the modified Lagrangian. In a prescribed period
n ∈ N, a suitable a priori estimate on the n-periodic Euler-Lagrange orbits of the
modified Lagrangian that belong to a given action sublevel shows that these orbits
must lie in the region where the Lagrangian is not modified. Combining the machin-
ery of convex quadratic modifications with our discretization technique, developed
in chapter III, we will recover suitable local homology groups for the Tonelli action
(or, more precisely, for a discretized version of it).

In section V.1 we recall the definition and the basic properties of convex quadratic
modifications, following [AF, section 5]. In section V.2 we introduce the discrete
Tonelli action and we prove the crucial properties of its local homology. In section V.3
we establish the above mentioned homological vanishing under iteration. Finally, in
section V.4 we state and prove our main result about periodic orbits of Tonelli
Lagrangian systems.

V.1 Convex quadratic modifications

Let us fix, once for all, a smooth closed manifold M of dimension m with a fixed
Riemannian metric 〈·, ·〉·, and a smooth 1-periodic Tonelli Lagrangian L : R/Z ×
TM → R. We denote by A (ζ) ∈ R ∪ {+∞} the action of an absolutely continuous
1-periodic curve ζ : R/Z→M , i.e.

A (ζ) =

∫ 1

0
L (t, ζ(t), ζ̇(t)) dt,

and in general, for each n ∈ N, we denote by A [n](ζ) ∈ R ∪ {+∞} the mean action
of an absolutely continuous n-periodic curve ζ : R/nZ→M , i.e.

A [n](ζ) =
1

n

∫ n

0
L (t, ζ(t), ζ̇(t)) dt.
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By the uniform fiberwise superlinearity of L (cf. remark I.1) there exists a real
constant C(L ) > 0 such that

L (t, q, v) ≥ |v|q − C(L ), ∀(t, q, v) ∈ R/Z× TM.

For each real R > 0, we say that a smooth convex quadratic-growth Lagrangian
LR : R/Z × TM → R is a convex quadratic R-modification (or simply an
R-modification) of a Tonelli Lagrangian L : R/Z× TM → R when:

(M1) LR(t, q, v) = L (t, q, v) for each (t, q, v) ∈ R/Z× TM with |v|q ≤ R,

(M2) LR(t, q, v) ≥ |v|q −C(L ) for each (t, q, v) ∈ R/Z× TM .

Proposition V.1 (Existence of modifications). For every real R > 0, there ex-
ists a convex quadratic modification LR of a Tonelli Lagrangian L .

Proof. We denote by ∂2
vv the fiberwise Hessian operator on TM . For instance,

∂2
vvL (t, q, v) : TqM ⊗ TqM → R is the symmetric bilinear form given in local

coordinates by

∂2
vvL (t, q, v)[w, z] =

m∑

j,h=1

∂2L

∂vj ∂vh
(t, q, v)wjzh, ∀w, z ∈ TqM.

From now on, we will write inequalities between symmetric bilinear forms meaning
that the inequalities hold for the associated quadratic forms. For instance, if ℓ ∈ R

and Q : TM → R, we will write ∂2
vvQ(q, v) ≥ ℓ meaning

∂2
vvQ(q, v)[w,w] ≥ ℓ |w|2q , ∀w ∈ TqM.

Let φ : R→ R be a smooth function such that

{
φ(r) = r, ∀r ≤ 1,
φ(r) = const, ∀r ≥ 2.

For each real parameter c1, the affine function r 7→ c1r − 2c1R
2 is negative on

(−∞, R2] and positive on [4R2,∞), therefore we can find a smooth convex function
such that

{
ψ(r) = 0, ∀r ≤ R2,
ψ(r) = c1r − 2c1R

2, ∀r ≥ 4R2.

We introduce the smooth Lagrangians B : R/Z×TM → R and Q : TM → R given
by

B(t, q, v) := c2 φ

(
L (t, q, v)

c2

)
, Q(q, v) := ψ(|v|2q),

∀(t, q, v) ∈ R/Z× TM,
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where c2 is again a positive real parameter.

The Lagrangian B is uniformly bounded, being constant outside a compact set
of R/Z×TM . This, in turn, follows by the coercivity of L , namely it follows from
the fact that L (t, q, v) → ∞ as |v|q → ∞ uniformly in (t, q) ∈ R/Z ×M . By the
definition of φ, we have that B(t, q, v) = L (t, q, v) whenever |v|q ≤ 2R, provided
the constant c2 is such that

c2 ≥ max {L (t, q, v) | (t, q, v) ∈ R/Z× TM, |v|q ≤ 2R} .(V.1)

The autonomous Lagrangian Q is fiberwise convex and fiberwise quadratic out-
side a compact neighborhood of the zero section of TM . Its fiberwise Hessian satisfies

∂2
vvQ(q, v) = 2c1, ∀(q, v) ∈ TM with |v|q ≥ 2R.

Up to fixing the above constants c1, c2 > 0, we define the smooth Lagrangian
LR : R/Z× TM → R by

LR(t, q, v) := B(t, q, v) + Q(q, v), ∀(t, q, v) ∈ R/Z×TM.

Then, we want to show that, for c1 and c2 sufficiently big, LR is convex quadratic-
growth (in fact, it is even fiberwise quadratic outside a compact subset of R×TM),
and it is an R-modification of L .

Choosing the constant c2 as in (V.1), we have that

LR(t, q, v) = L (t, q, v) + Q(q, v), ∀(t, q, v) ∈ R/Z×TM with |v|q ≤ 2R,

hence

∂2
vvLR(t, q, v) ≥ ∂2

vvL (t, q, v), ∀(t, q, v) ∈ R/Z× TM with |v|q ≤ 2R,

and, up to choosing a sufficiently big constant c1, we can assume that

∂2
vvB(t, q, v) ≥ −c1, ∀(t, q, v) ∈ R/Z× TM.

This implies

∂2
vvLR(t, q, v) ≥ ∂2

vvB(t, q, v) + ∂2
vvQ(q, v) ≥ c1,

∀(t, q, v) ∈ R/Z× TM with |v|q ≥ 2R.

and therefore LR satisfies (Q1). For each (t, q, v) ∈ R/Z × TM with |v|q large
enough, we have

LR(t, q, v) = const + Q(q, v) = const′ + c1|v|2q ,

hence LR also satisfies (Q2), namely it is a convex quadratic-growth Lagrangian.
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By the definition of B and Q, it readily follows that LR satisfies (M1). It only
remains to verify condition (M2). To begin with, we have

LR(t, q, v) ≥ L (t, q, v) ≥ |v|q −C(L ),

∀(t, q, v) ∈ R/Z× TM with |v|q ≤ 2R.

On the other hand, for c1 big enough, we have

LR(t, q, v) ≥ min {B}+ c1|v|2q − 2c1R
2 ≥ |v|q − C(L ),

∀(t, q, v) ∈ R/Z× TM with |v|q ≥ 2R. �

From now on, we will always denote by LR an arbitrary R-modification of the

Tonelli Lagrangian L , and by AR : W 1,2(T;M)→ R and A
[n]
R : W 1,2(T[n];M)→ R

(for each n ∈ N) the associated action and mean action, i.e.

AR(ζ) =

∫ 1

0
LR(t, ζ(t), ζ̇(t)) dt, ∀ζ ∈W 1,2(T;M),

A
[n]
R (ζ) =

1

n

∫ n

0
LR(t, ζ(t), ζ̇(t)) dt, ∀ζ ∈W 1,2(T[n];M).

Notice that, if a curve γ ∈ W 1,2(T;M) is such that |γ̇(t)|γ(t) ≤ R for almost every
t ∈ T, then A (γ) = AR(γ) (and the same holds in any period n for the mean action).
Moreover, if we further assume that γ is a solution of the Euler-Lagrange system of
L , then it is a critical point of AR and the Gateaux Hessian HessAR(γ) coincides
with the bilinear form Bγ (cf. equation (I.12)) associated to the Lagrangian L . In
particular, HessAR(γ) does not depend on the chosen R ≥ max{|γ̇(t)|γ(t) | t ∈ R/Z}
and on the chosen R-modification LR. Motivated by this fact, from now on we will
informally speak about the Morse index and nullity pair of A at γ as the pair of
integers

(ι(A , γ), ν(A , γ)) := (ι(Bγ), ν(Bγ)) = (ι(AR, γ), ν(AR, γ)).

Analogously, we will speak about the Morse index an nullity pair of A [n] at γ[n] as

(ι(A [n], γ[n]), ν(A [n], γ[n])) := (ι(A
[n]
R , γ[n]), ν(A

[n]
R , γ[n])),

and about the mean Morse index of A at γ as

ι̂(A , γ) := ι̂(AR, γ).

One of the important features of convex quadratic modifications in the study of
Tonelli Lagrangian systems is given by the following a priori estimate.
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Lemma V.2. Assume that the Euler-Lagrange flow ΦL of L is global (cf. sec-
tion I.1). Then, for each ã > 0 and ñ ∈ N, there exists R̃ = R̃(ã, ñ) > 0 such that,
for any R-modification LR of L with R > R̃ and for any n ∈ {1, ..., ñ}, the following

holds: if γ is a critical point of A
[n]
R such that A

[n]
R (γ) ≤ ã, then

|γ̇(t)|γ(t) ≤ R̃, ∀t ∈ R/nZ.

In particular, γ is an extremal curve of A [n] and A [n](γ) = A
[n]
R (γ).

Proof. We introduce the compact subset of TM given by

K = K(ã, ñ) =
{
Φt1,t0

L (q, v) | t0, t1 ∈ [−ñ, ñ], (q, v) ∈ TM, |v|q ≤ ã+ C(L )
}
,

and we define
R̃ = R̃(ã, ñ) = max {|v|q | (q, v) ∈ K} .

Now, we consider R > R̃, n ∈ {1, ..., ñ} and a critical point γ of A
[n]
R such that

A
[n]
R (γ) ≤ ã, as in the statement. There exists t0 ∈ R/nZ such that

LR(t0, γ(t0), γ̇(t0)) ≤ A
[n]
R (γ),

hence, by (M2), we have

|γ̇(t0)|γ(t0) ≤ LR(t0, γ(t0), γ̇(t0)) + C(L ) ≤ A
[n]
R (γ) +C(L ) ≤ ã+ C(L ),

and, in particular, (γ(t0), γ̇(t0)) ∈ K. Let I be the closed subset of R/nZ given by

I = {t ∈ R/nZ | (γ(t), γ̇(t)) ∈ K} .

If t ∈ I we have |γ̇(t)|γ(t) ≤ R̃ < R, hence the Lagrangian functions L and LR

coincide on a neighborhood of (t, γ(t), γ̇(t)). This implies that there exists ε > 0
such that

(γ(s), γ̇(s)) = Φs,t
LR

(γ(t), γ̇(t)) = Φs,t
L (γ(t), γ̇(t)), ∀s ∈ (t− ε, t+ ε),

and, in particular, (t− ε, t+ ε) ⊂ I. This shows that I is also open in R/nZ, hence
I = R/nZ and |γ̇(t)|γ(t) ≤ R̃ for each t ∈ R/nZ. �

V.2 Discrete Tonelli action

Let γ be an integer periodic solution of the Euler-Lagrange system associated to the
Tonelli Lagrangian L . In order to simplify the notation, we can assume that the
period of γ is 1, so that it is a map of the form γ : R/Z→M . We choose a constant
U ∈ R such that

U > max
{
|γ̇(t)|γ(t) | t ∈ R/Z

}
,(V.2)
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and we consider a convex quadratic-growth Lagrangian LU : R/Z× TM → R that
is a U -modification of L . By our choice of the constant U , γ is a critical point of
the action AU , and AU (γ) = A (γ).

If we apply the discretization technique of chapter III to LU , for each k ∈ N

greater than the constant 1/ε0(LU ) given by theorem III.2, we obtain a map

λk,LU
: ∆k →֒ C∞

k (T;M) ⊂W 1,2(T;M),

as explained in section III.2. Then, for each k ∈ N, we define the open set of
C∞
k (T;M) given by

Uk :=

{

ζ ∈ C∞
k (T;M)

∣∣∣∣ ess sup
t∈R/Z

{
|ζ̇(t)|ζ(t)

}
< U

}

.(V.3)

Since λk,LU
is smooth, we get an open set

Uk := λ−1
k,LU

(Uk) ⊆ ∆k.(V.4)

For k ∈ N big enough, there exists a q ∈ Uk such that

γ = λk,LU
(q).

Now, notice that the action AU coincides with the Tonelli action A on the open set
Uk. This allows us to define the discrete Tonelli action Ak : Uk → R as

Ak := A ◦ λk,LU
|Uk

= AU ◦ λk,LU
|Uk
.

This functional is smooth (cf. proposition III.4) and q is a critical point of it.
From now on we will just write λk : Uk →֒ C∞

k (T;M) for λk,LU
|Uk

. Even if this
embedding does depend on the chosen U -modification LU , its germ at q does not,
as stated by the following.

Lemma V.3. For every real number R > U , if LR is an R-modification of L , there
exists an open neighborhood Vk ⊂ Uk of q such that

λk|Vk
= λk,LU

|Vk
= λk,LR

|Vk
.

Proof. The Lagrangian functions LU and LR coincide on a neighborhood of the
support of the lifted curve (γ, γ̇) in TM . Therefore the k-broken Euler-Lagrange
curves of LU and LR that are close to γ are the same, and the claim follows. �

Let c = Ak(q) = A (γ). By corollary III.17 and the excision property, if k ≥
k̄(LU , c), the embedding λk restricts to a map

λk : ((Ak)c ∪ {q} , (Ak)c) →֒ ((AU )c ∪ {γ} , (AU )c)
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that induces the homology isomorphism

H∗(λk) : H∗(Ak,q)
≃−→H∗(AU , γ).(V.5)

For each R-modification LR of L , with R > U , the action AR coincides with A on
the image of λk. Hence, the embedding λk also restricts to a map

λk : ((Ak)c ∪ {q} , (Ak)c) →֒ ((AR)c ∪ {γ} , (AR)c).(V.6)

A priori, this map might induce a homology homomorphism that is not an isomor-
phism. However, the next lemma guarantees that this cannot happen.

Lemma V.4. For each R > U , the map λk, restricted as in (V.6), induces a homol-
ogy isomorphism

H∗(λk) : H∗(Ak,q)
≃−→H∗(AR, γ).

Proof. For each h ∈ N we define the embedding

jh = λ−1
hk ◦ λk : Uk →֒ Uhk.

Since hk ≥ k ≥ k̄(LU , c), by corollary III.17 and the excision property we obtain
that the map

λhk : ((Ahk)c ∪ {jh(q)} , (Ajk)c) →֒ ((AU )c ∪ {γ} , (AU )c)

induces the homology isomorphism H∗(λhk) : H∗(Ahk, jh(q))
≃−→H∗(AU , γ), analo-

gously to λk in (V.5). Hence, the map jh, restricted as in the following commutative
diagram

((Ak)c ∪ {q} , (Ak)c)
� � λk //

� _

jh

��

((AU )c ∪ {γ} , (AU )c)

((Ahk)c ∪ {jh(q)} , (Ahk)c)

(
�

λhk

55llllllllllllllllllllllllllllll

induces the homology isomorphism

H∗(jh) = H∗(λhk)
−1 ◦ H∗(λk) : H∗(Ak,q)

≃−→H∗(Ahk, jh(q)).

Now, let us consider an R-modification LR of L as in the statement, with associated
maps

λhk,LR
: ∆hk →֒ C∞

k (T;M), ∀h ∈ N.
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By lemma V.3, for each h ∈ N, we know that there exists a neighborhood Vhk ⊂ Uhk
of jh(q) such that

λhk|Vhk
= λhk,LR

|Vhk
.

If h is big enough so that hk ≥ k̄(LR, c), by corollary III.17 and the excision property
we obtain that both λhk and λhk,LR

restrict to give the same map

λ′hk : (Vhk ∩ (Ahk)c ∪ {jh(q)} , Vhk ∩ (Ajk)c) →֒ ((AR)c ∪ {γ} , (AR)c)

that induces an isomorphism in homology. Finally, consider the following commuta-
tive diagram of maps.

((Ak)c ∪ {q} , (Ak)c)
� w

λk

**TTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTT� _

jh (∗)

��

((Ahk)c ∪ {jh(q)} , (Ahk)c)
� � λhk // ((AR)c ∪ {γ} , (AR)c)

(Vhk ∩ (Ahk)c ∪ {jh(q)} , Vhk ∩ (Ajk)c)

'
�

λ′hk

(∗)

55jjjjjjjjjjjjjjjjjjjjjjjjjjjjjjjjjj� ?

excision
inclusion

(∗)

OO

We already know that the maps marked with (∗) induce isomorphisms in homology.
Therefore, the maps λhk and λk also induce isomorphisms in homology. �

Remark V.1. As a consequence of the above lemma, we immediately obtain that
the local homology groups H∗(AR, γ) do not depend (up to isomorphism) on the
chosen real constant R ≥ U and on the chosen R-modification LR. �

V.3 Homological vanishing by iteration

All the arguments of the last section can be carried out word by word if we work in
an arbitrary period n ∈ N. Briefly, we introduce the open sets

U
[n]
k :=

{
ζ ∈ C∞

k (T[n];M)

∣∣∣∣ ess sup
t∈R/nZ

{
|ζ̇(t)|ζ(t)

}
< U

}
⊂ C∞

k (T[n];M),

U
[n]
k := (λ

[n]
k,LU

)−1(U
[n]
k ) ⊂ ∆nk,

and we define the discrete mean Tonelli action

A
[n]
k := A [n] ◦ λ[n]

k : U
[n]
k → R,
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where λ
[n]
k := λ

[n]
k,LU

. Then lemmas V.3 and V.4 go through.

We recall from section III.6 that we have a discrete iteration map ψ
[n]
k : Uk →֒ U

[n]
k

such that the following diagram commutes

Uk
� �

ψ
[n]
k //

� _

λk

��

Unk
� _

λ
[n]
k

��

W 1,2(T;M) � � ψ[n]
// W 1,2(T[n];M)

Now, consider ∞ ≥ c2 > c1 = c = A (γ). For each R ≥ U , the embeddings λk, λ
[n]
k

and ψ[n] restrict to give maps such that the following diagram commutes.

((Ak)c1 ∪ {q} , (Ak)c1)
� �

ψ
[n]
k //

� _

λk

��

((A
[n]
k )c1 ∪

{
q[n]
}
, (A

[n]
k )c1)

� _

λ
[n]
k

��

((AR)c2 , (AR)c1)
� � ψ[n]

// ((A
[n]
R )c2 , (A

[n]
R )c1)

This latter, in turn, induces the following commutative diagram of homology groups.

H∗(Ak,q)
H∗(ψ

[n]
k )

//

H∗(λk)

��

H∗(A
[n]
k ,q[n])

H∗(λ
[n]
k

)

��

H∗((AR)c2, (AR)c1)
H∗(ψ[n]) // H∗((A

[n]
R )c2 , (A

[n]
R )c1)

The main result of this section is the following homological vanishing theorem, that
may be considered an extension of a celebrated result by Bangert and Klingenberg
(cf. [BK, theorem 2]) and Long (cf. [Lo, section 5]).

Theorem V.5 (Homological vanishing). Let [η] be an element in the local ho-
mology group H∗(Ak,q), where the critical point q of Ak is not a local minimum.
Then, for each j ∈ N, there exist R̄ = R̄([η], j) ≥ U and n̄ = n̄([η], j) ∈ N that is a
power of j such that, for each real R ≥ R̄, we have

H∗(ψ
[n̄]) ◦H∗(λk)[η] = 0 in H∗((A

[n̄]
R )c2 , (A

[n̄]
R )c1).
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Equivalently, we have that

H∗(ψ
[n̄]
k )[η] ∈ ker

[
H∗(λ

[n̄]
k ) : H∗(A

[n̄]
k ,q[n̄])→ H∗((A

[n̄]
R )c2, (A

[n̄]
R )c1)

]
.

The proof of this theorem, which will take the remaining of this section, is based on
a homotopic technique that is essentially due to Bangert (cf. [Ba, section 3]).

Lemma V.6 (Bangert homotopy). Let σ : ∆p → W 1,2(T;M) be a continuous
p-singular simplex such that

max
z∈∆p

{A (σ(z))} < c2,

max
z∈∂∆p

{A (σ(z))} < c1,

sup
z∈∆p

ess sup
t∈R/Z

{∣∣∣∣
d

dt
σ(z)(t)

∣∣∣∣
σ(z)(t)

}
≤ r̄(σ),

where r̄(σ) is a real constant. Then, there exist a positive integer n̄(σ), a positive
real R̄(σ) ≥ r̄(σ) and, for each n ∈ N, a homotopy2

Ban[n]
σ : [0, 1] ×∆p →W 1,2(T;M) relative ∂∆p

satisfying the following properties:

(i) Ban
[n]
σ (0, ·) = ψ[n] ◦ σ, for each n ∈ N;

(ii) for each integer n ≥ n̄(σ) we have

max
(s,z)∈[0,1]×∆p

{
A [n](Ban[n]

σ (s,z))
}
< c2,

max
(s,z)∈[0,1]×∂∆p

{
A [n](Ban[n]

σ (s,z))
}
< c1;

max
z∈∆p

{
A [n](Ban[n]

σ (1,z))
}
< c1;

(iii) for each n ∈ N we have

sup
(s,z)∈[0,1]×∆p

ess sup
t∈R/nZ

{∣∣∣∣
d

dt
Ban[n]

σ (s,z)(t)

∣∣∣∣
Ban

[n]
σ (s,z)(t)

}
≤ R̄(σ).

Hereafter, the homotopies Ban
[n]
σ will be called Bangert homotopies. Before

going to the proof of the above lemma, we want to show that it readily gives the
following homotopical vanishing result.

2See section A.3 in appendix A for a review of the classical terminology in homotopy theory.
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Theorem V.7 (Homotopical vanishing). Consider a continuous p-singular sim-
plex σ : (∆p, ∂∆p) → ((Ak)c1 ∪ {q}, (Ak)c1). Then, there exist a positive integer
n̄(σ) and a real number R̄(σ) such that, for each real R ≥ R̄(σ) and for each integer
n ≥ n̄(σ), we have3

πp(ψ
[n]) ◦ πp(λk)[σ] = 0 in πp((A

[n]
R )c2 , (A

[n]
R )c1).

Equivalently, we have that

πp(ψ
[n]
k )[η] ∈ ker

[
πp(λ

[n]
k ) : πp((A

[n]
k )c1 ∪ {q[n]}, (A [n]

k )c1)→ πp((A
[n]
R )c2 , (A

[n]
R )c1)

]
.

Proof. Let U > 0 be the constant chosen in (V.2). The singular simplex σ̃ :=
λk ◦ σ : ∆p →W 1,2(T;M) satisfies

A (σ̃(z)) = Ak(σ(z)) ≤ c1 < c2, ∀z ∈ ∆p,

A (σ̃(z)) = Ak(σ(z)) < c1, ∀z ∈ ∂∆p.

Moreover, since σ̃(∆p) ⊂ λk(Uk) ⊂ Uk (cf. definitions in (V.3) and (V.4)), we further
have

sup
z∈∆p

ess sup
t∈R/Z

{∣∣∣∣
d

dt
σ̃(z)(t)

∣∣∣∣
σ̃(z)(t)

}
≤ U =: r̄(σ̃).

By lemma V.6, we obtain n̄(σ̃) ∈ N, R̄(σ̃) ≥ r̄(σ̃) > 0 and Bangert homotopies

Ban
[n]
σ̃ for each n ∈ N. For each R ≥ R̄(σ̃) and n ≥ n̄(σ̃), Ban

[n]
σ̃ is a homotopy of

maps of pairs of the form

Ban
[n]
σ̃ : [0, 1] × (∆p, ∂∆p)→ ((A

[n]
R )c2 , (A

[n]
R )c1),

with Ban
[n]
σ̃ (0, ·) = ψ[n] ◦ σ̃ and Ban

[n]
σ̃ ({1} ×∆p) ⊂ (A

[n]
R )c1 . Hence

0 = [ψ[n] ◦ σ̃] = πp(ψ
[n])[σ̃] = πp(ψ

[n]) ◦ πp(λk)[σ] in πp((A
[n]
R )c2, (A

[n]
R )c1).�

Proof of lemma V.6. First of all, let us introduce some notation. For a path
α : [x0, x1]→M , we denote by α : [x0, x1]→M the inverse path

α(x) = α(x0 + x1 − x), ∀x ∈ [x0, x1].

If we consider another path β : [x′0, x
′
1] → M with α(x1) = β(x′0), we denote by

α • β : [x0, x1 + x′1 − x′0]→M the concatenation of the paths α and β, namely

α • β(x) =

{
α(x) x ∈ [x0, x1],
β(x− x1 + x0) x ∈ [x1, x1 + x′1 − x′0].

3Notice that (∆p, ∂∆p) is homeomorphic to the pair (Dp, Sp−1), so that we can consider the
singular simplex σ of the statement as an element of the homotopy group πp((Ak)c1 ∪{q}, (Ak)c1).



V - THE CONLEY CONJECTURE FOR TONELLI SYSTEMS 91

Consider a continuous map ϑ : [x0, x1] → W 1,2(T;M) where [x0, x1] ⊂ R. For
each n ∈ N, by composition with the iteration map we obtain a map ϑ[n] := ψ[n] ◦ϑ :
[x0, x1]→W 1,2(T[n];M). Now, we want to build a continuous map ϑ〈n〉 : [x0, x1]→
W 1,2(T[n];M) as explained in the following.

To begin with, let us denote by ev : W 1,2(T;M) → M the evaluation map,
given by

ev(ζ) = ζ(0), ∀ζ ∈W 1,2(T;M).

This map is smooth (see the proof of proposition II.2), hence the initial point curve
ev ◦ ϑ : [x0, x1]→M is a uniformly continuous path and, in particular, there exists
a constant ρ(ϑ) > 0 such that, for each x, x′ ∈ [x0, x1] with |x− x′| ≤ ρ(ϑ), we have

dist(ev ◦ ϑ(x), ev ◦ ϑ(x′)) < injrad(M).

In this inequality we have denoted by dist the Riemannian distance on M , and by
injrad(M) the injectivity radius of M . Now, for each x, x′ ∈ [x0, x1] with 0 ≤ x′−x ≤
ρ(ϑ), we define the horizontal geodesic ϑx

′

x : [x, x′]→M as the shortest geodesic4

that connects the points ev ◦ ϑ(x) and ev ◦ ϑ(x′). Then, let J ∈ N be such that
x0 + Jρ ≤ x1 ≤ x0 + (J + 1)ρ. For each x ∈ [x0, x1] we further choose j ∈ N such
that x0 + jρ ≤ x ≤ x0 + (j + 1)ρ, and we define the horizontal broken geodesics
ϑxx0

: [x0, x]→M and ϑx1
x : [x, x1]→M by

ϑxx0
:= ϑx0+ρ

x0
• ϑx0+2ρ

x0+ρ • ... • ϑxx0+jρ,

ϑx1
x := ϑx0+(j+1)ρ

x • ϑx0+(j+2)ρ
x0+(j+1)ρ • ... • ϑ

x1
x0+Jρ

.

We define a preliminary map ϑ̃〈n〉 : [x0, x1] → W 1,2(T[n];M) in the following
way. For each j ∈ {1, ..., n − 2} and y ∈ [0, x1−x0

n ] we put

ϑ̃〈n〉(x0 + y) =ϑ[n−1](x0) • ϑx0+ny
x0

• ϑ(x0 + ny) • ϑx0+ny
x0 ,

ϑ̃〈n〉
(
x0 + j

n(x1 − x0) + y
)

=ϑ[n−j−1](x0) • ϑx0+ny
x0

• ϑ(x0 + ny) • ϑx1
x0+ny

• ϑ[j](x1) • ϑx1
x0,

ϑ̃〈n〉
(
x0 + n−1

n (x1 − x0) + y
)

=ϑ(x0 + ny) • ϑx1
x0+ny • ϑ

[n−1](x1) • ϑx1
x0+ny.

For each x ∈ [x0, x1], we reparametrize the loop ϑ̃〈n〉(x) as follows: in the above
formulas, each fixed part ϑ(x0) and ϑ(x1) spends the original time 1, while the
moving parts ϑ(x0 + ny) and the pieces of horizontal broken geodesics share the
remaining time 1 proportionally to their original parametrizations. We define ϑ〈n〉 :
[x0, x1]→W 1,2(T[n];M) as the obtained continuous path in the loop space (see the
example in figure V.1(a)).

4In the following, we will implicitely use the fact that the short geodesics lying in C∞([t0, t1];M)
depend smootly on their endpoints, cf. theorem III.3.
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(a)

(b)

ϑ〈4〉(0)

ϑ〈4〉(1
4 + y)

ϑ〈4〉(1)

ϑ〈4〉(y)

ϑ[4](0)

ϑ[3](0)

ϑ[2](0)

ϑ(4y)

ϑ(4y)

ϑ(4y)

ϑ(4y)

ϑ(4y)

ϑ(1)

ϑ[4](1)

ϑ̂(y)

ϑ̂( j4 + y)

ϑ̂(3
4 + y)

0 ≤ y < 1/4

0 ≤ y < 1/4

0 ≤ y < 1/4

0 ≤ y < 1/4

0 ≤ y < 1/4, j ∈ {1, 2}

Figure V.1. (a) Description of ϑ〈4〉 : [0, 1] → W 1,2(T[4];M), obtained from a continuous map
ϑ : [0, 1] → W 1,2(T;M). Here, for simplicity, we are assuming that the diameter of
ϑ([x0, x1]) is less than the injectivity radius of M , so that the horizontal geodesics
are not broken. The arrows show the direction in which the loop ϑ(4y) is pulled as

y grows. (b) Description of the map of pulling loops bϑ : [0, 1] →W 1,2(T;M).
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s∆p ⊂ ∆p

LL⊥

y x0(y, s)

x1(y, s)

Figure V.2.

For each x ∈ [x0, x1], we define the pulling loop ϑ̂(x) : T → M as the loop
obtained erasing from the formula of ϑ̃〈n〉(x) the fixed parts ϑ(x0) and ϑ(x1) and
reparametrizing on [0, 1] (see the example in figure V.1(b)). Notice that ϑ̂ is inde-
pendent of the integer n ∈ N and, for each x ∈ N, the action A (ϑ̂(x)) is finite and
depends continuously on x. In particular we obtain a finite constant

C(ϑ) := max
x∈[x0,x1]

{
A (ϑ̂(x))

}
= max

x∈[x0,x1]

{∫ 1

0
L

(
t, ϑ̂(x)(t),

d

dt
ϑ̂(x)(t)

)
dt

}
<∞,

and, for each n ∈ N, the estimate

A [n](ϑ〈n〉(x)) ≤ 1

n

[
(n− 1)max {A (ϑ(x0)),A (ϑ(x1))} + A (ϑ̂(x))

]

≤ max {A (ϑ(x0)),A (ϑ(x1))}+
C(ϑ)

n
.

(V.7)

Now, let L ⊆ Rp be the straight line passing through the origin and the barycen-
ter of the standard p-simplex ∆p ⊂ Rp. We have an orthogonal decomposition of
Rp as L⊥ ⊕ L, and according to this decomposition we can write every z ∈ Rp as

z = (y, x) ∈ L⊥ ⊕ L.

For each s ∈ [0, 1] we denote by s∆p the rescaled p-simplex

s∆p = {sz |z ∈ ∆p} .

Varying s from 1 to 0 we obtain a deformation retraction of ∆p onto the origin of Rp.
For each (y, x) ∈ s∆p, we denote by [x0(y, s), x1(y, s)] ⊆ L the maximum interval
such that (y, x′) belongs to s∆p for all x′ ∈ [x0(y, s), x1(y, s)] (see figure V.2).

Consider the p-singular simplex σ of the statement. For each n ∈ N, we define
the Bangert homotopy

Ban[n]
σ : [0, 1] ×∆p →W 1,2(T[n];M)
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by

Ban[n]
σ (s,z) :=

{
(σ|[x0(y,s),x1(y,s)])

〈n〉(x) z = (y, x) ∈ s∆p,

ψ[n] ◦ σ(z) z 6∈ s∆p,

for each (s,z) ∈ [0, 1] ×∆p. This homotopy Ban
[n]
σ is relative ∂∆p, for

Ban[n]
σ (s,z) = ψ[n] ◦ σ(z), ∀(s,z) ∈ [0, 1] × ∂∆p,

and clearly Ban
[n]
σ (0, ·) = ψ[n] ◦ σ, proving assertion (i) of the lemma. By the as-

sumptions on σ, there exists ε > 0 such that

max
z∈∆p

A (σ(z)) ≤ c2 − ε, max
z∈∂∆p

A (σ(z)) ≤ c1 − ε.

For each s ∈ [0, 1], n ∈ N and z = (y, x) ∈ s∆p, by the estimate in (V.7) we have

A [n](Ban[n]
σ (s, z)) ≤ max {A (σ(x0(y, s))),A (σ(x1(y, s)))} +

C(σ|[x0(y,s),x1(y,s)])

n
,

while, for each z ∈ ∆p \ s∆p, we have

A [n](Ban[n]
σ (s,z)) = A (σ(z)).

In particular, there exists a finite constant

C(σ) := max
{
C(σ|[x0(y,s),x1(y,s)]) | s ∈ [0, 1], (y, x) ∈ s∆p

}

such that, for each n ∈ N and (s,z) ∈ [0, 1] ×∆p, we have

A [n](Ban[n]
σ (s,z)) ≤ max

w∈∆p
{A (σ(w)}+

C(σ)

n
≤ c2 − ε+

C(σ)

n
,

A [n](Ban[n]
σ (1,z)) ≤ max

w∈∂∆p
{A (σ(w)}+

C(σ)

n
≤ c1 − ε+

C(σ)

n
,

proving assertion (ii). Finally, for all s ∈ [0, 1] and z = (y, x) ∈ s∆p, there is
a uniform bound r̄′(σ) > 0 for the derivative of the pulling loops associated to
the paths σ|[x0(y,s),x1(y,s)]. Therefore, for R̄(σ) := max {r̄(σ), r̄′(σ)}, assertion (iii)
follows. �

The idea of the proof of the homological vanishing theorem (theorem V.5) is
to apply the Bangert homotopy lemma successively to all the faces of the singular
simplices that compose the relative cicle η. In order to do this, we will make use
of the following easy result from algebraic topology, that was stated without proof
in [BK, lemma 1]. For the sake of completeness, we include a detailed proof here
(basically, the argument is a variation of the one that proves that singular homology
is a homotopic invariant, see for instance [Hat, page 112]).
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Lemma V.8. Let (X,Y ) be a pair of topological spaces, µ a relative p-cycle5 in
(X,Y ) and Σ(µ) the set of singular simplices that compose µ together with their
faces. Suppose that, for each singular simplex σ : ∆q → X that belongs to Σ(µ),
where 0 ≤ q ≤ p, there exists a homotopy

Pσ : ∆q × [0, 1]→ X

such that

(i) Pσ(·, 0) = σ;

(ii) Pσ(·, s) = σ for each s ∈ [0, 1], if σ(∆q) ⊂ Y ;

(iii) Pσ(∆
q × {1}) ⊂ Y ;

(iv) Pσ(Fj(·), ·) = Pσ◦Fj
(·, ·) for each j = 0, ..., p, where Fj : ∆q−1 → ∆q is the

standard affine map onto the jth-face of ∆q.

Then [µ] = 0 in Hp(X,Y ).

Proof. If v0, ...,vh are points in Rq, we will denote by 〈v0, ...,vh〉 their convex hull,
that is the minimal convex close subset of Rq containing these points. We will denote
by ∂ the usual boundary operator from algebraic topology, i.e. ∂ 〈v0, ...,vh〉 is the
following formal sum of (h− 1)-simplices

∂ 〈v0, ...,vh〉 :=

h∑

j=0

(−1)j 〈v0, ..., v̂j , ...,vh〉 ,

where, as usual, we add a hat over vj to denote that it is missing in the corresponding
term, namely

〈v0, ..., v̂j , ...,vh〉 := 〈v0, ...,vj−1,vj+1, ...,vh〉 .
If e1, ...,eq is the standard basis of Rq and e0 is the origin, then 〈e0, ...,eq〉 is
the standard q-simplex ∆q. We identify Rq with Rq × {0} ⊂ Rq+1 and we define
fj = (ej , 1) for each j ∈ {0, ..., q}. The product ∆q × [0, 1] can be decomposed as
the union of (q + 1)-simplices as follows:

∆q × [0, 1] =

q⋃

j=0

〈e0, ...,ej ,fj, ...,fq〉 .

For each j ∈ {0, ..., q − 1}, 〈e0, ...,ej ,fj , ...,fq〉 intersect 〈e0, ...,ej+1,fj+1, ...,fq〉 in
the q-simplex face 〈e0, ...,ej ,fj+1, ...,fq〉 (see the example in figure V.3).

After these preliminaries, consider the relative cycle µ of the lemma. For each
q-simplex σ : ∆q → X that belongs to Σ(µ), we define an associated q + 1-chain pσ
by

pσ =

q∑

j=0

(−1)jPσ|〈e0,...,ej,fj ,...,fq〉.

5Namely [µ] ∈ Hp(X,Y ).
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e0e0 e1e1

e2

f0

f0

f1

f1

f2

(a) (b)

Figure V.3. (a) Decomposition of ∆1 × [0, 1] = [0, 1]× [0, 1] into 2-simplices. (b) Decomposition
of ∆2 × [0, 1] into 3-simplices.

Then, we extend this definition for chains η that are composed by simplices that
belong to Σ(µ), in the following way: if we write η as formal sum of q-simplices

η =
V∑

v=1

ηv,

then we put

pη :=

V∑

v=1

pηv .

Notice that pη is well defined: if ηv and ηv′ have a common face, say ηv◦Fj = ηv′ ◦Fj′ ,
then assumption (iv) guarantees

pηv ◦ Fj = pηv◦Fj
= pηv′◦Fj′

= pηv′
◦ Fj′ .

We define the chain µ̃ that is “homotopic” to the relative cycle µ (by the homotopies
given in the lemma) in the following way: if we write µ as formal sum of q-simplices

µ =
W∑

w=1

µw,

then we put

µ̃ :=

W∑

w=1

µ̃w,

where µ̃w = Pµw(·, 1) : ∆p → Y for each w ∈ {1, ...,W}. Here, the fact that
µ̃w(∆p) ⊂ Y for each w ∈ {1, ...,W} is guaranteed by assumption (iii), and it
implies that µ̃ is a relative cycle whose homology class in Hp(X,Y ) is zero, i.e.

[µ̃] = 0 in Hp(X,Y ).(V.8)
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Now,

∂pµ =
W∑

w=1

∂pµw =
W∑

w=1

[
∑

j≤i

(−1)i+jPµw |〈e0,...,bej,...,ei,fi,...,fq〉

+
∑

j≥i

(−1)i+j+1Pµw |〈e0,...,ei,fi,..., bfj,...,fq〉

]
.

The terms with i = j in the two inner sums cancel, except for Pµw |〈be0,f0,...,fq〉 = µ̃w
and −Pµw |〈e0,...,eq, bfq〉

= −µw. The terms with i 6= j are precisely p∂µw , for

p∂µw =
∑

i<j

(−1)i+jPµw |〈e0,...,ei,fi,..., bfj,...,fq〉
+
∑

i>j

(−1)i−1+jPµw |〈e0,...,bej,...,ei,fi,...,fq〉.

Therefore, we have obtained

µ̃− µ = ∂pµ − p∂µ.(V.9)

The above equality must be understood in the pth-relative chain group of (X,Y ). By
assumption (ii) and since µ is a relative cycle, the singular simplexes that compose
p∂µ have image inside Y , hence p∂µ is a relative cycle whose homology class in
Hp(X,Y ) is zero, i.e.

[p∂µ] = 0 in Hp(X,Y ).(V.10)

By (V.8), (V.9) and (V.10), we conclude

[µ] = [µ̃]− [∂pµ] + [p∂µ] = 0 in Hp(X,Y ). �

Proof of theorem V.5. Let U > 0 be the constant chosen in (V.2). We denote by
Σ(η) the set of singular simplices in η together with all their faces, and by K ⊂ N the
set of nonnegative integer powers of j, i.e. K = {jn |n ∈ N ∪ {0}}. For each singular
simplex σ : ∆p → (Ak)c1 ∪ {q} that belongs to Σ(η) we will find n̄ = n̄(σ, j) ∈ K, a
positive real R̄ = R̄(σ, j) ≥ U and a homotopy

P [n̄]
σ : [0, 1] ×∆p →W 1,2(T[n̄];M)

such that

(i) P
[n̄]
σ (0, ·) = ψ[n̄] ◦ λk ◦ σ;

(ii) if σ(∆p) ⊂ (Ak)c1 , then P
[n̄]
σ (s, ·) = ψ[n̄] ◦ λk ◦ σ for each s ∈ [0, 1];

(iii) A [n̄](P
[n̄]
σ (s,z)) < c2 and A [n̄](P

[n̄]
σ (1,z)) < c1 for each (s,z) ∈ [0, 1] ×∆p;

(iv) P
[n̄]
σ (·, Fi(·)) = P

[n̄]
σ◦Fi

(·, ·) for each i = 0, ..., p, where Fi : ∆p−1 → ∆p is the

standard affine map onto the ith-face of ∆p.
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(v) sup
(s,z)∈[0,1]×∆p

ess sup
t∈T[n̄]

{∣∣∣∣
d

dt
P [n̄]
σ (s,z)(t)

∣∣∣∣
P

[n̄]
σ (s,z)(t)

}
< R̄.

For each n ∈ K greater than n̄, we define a homotopy

P [n]
σ : [0, 1] ×∆q →W 1,2(T[n];M)

by P
[n]
σ := ψ[n/n̄] ◦ P [n̄]

σ . This homotopy satisfies the analogous properties (i),...,(v)
in period n. Notice that property (iv) implicitly requires that n̄(σ, j) ≥ n̄(σ ◦ Fi, j)
for each i = 0, ..., p.

Now, assume that such homotopies exist and put

R̄ = R̄([η], j) := max{R̄(σ, j) |σ ∈ Σ(η)},
n̄ = n̄([η], j) := max{n̄(σ, j) |σ ∈ Σ(η)}.

Then, for each R ≥ R̄, the set of homotopies {P [n̄]
σ |σ ∈ Σ(η)} satisfies the hypotheses

of lemma V.8 with respect to the relative cicle ψ[n̄] ◦ λk ◦ η in ((A
[n̄]
R )c2 , (A

[n̄]
R )c1),

and we conclude

H∗(ψ
[n̄]) ◦H∗(λk)[η] = [ψ[n̄] ◦ λk ◦ η] = 0 in H∗((A

[n̄]
R )c2 , (A

[n̄]
R )c1).

In order to conclude the proof, we only need to build the above homotopies. We
do it inductively on the dimension of the relative cycle η. If η is a 0-relative cycle,
Σ(η) is a finite set of points {w1, ...,wh} that is contained in (Ak)c1 ∪{q}. Since we
are assuming that q is not a minimum, the sublevel (Ak)c1 is not empty. Hence, for
each w ∈ Σ(η), we can find a path Γw : [0, 1]→ (Ak)c1 ∪ {q} such that Γw(0) = w

and Γw(s) ∈ (Ak)c1 for each s ∈ (0, 1] (if w ∈ (Ak)c1 , we simply choose Γw(s) := w

for each s ∈ [0, 1]). Then, we set R̄(w, j) := U , n̄(w, j) := 1 and

P
[1]
w := λk ◦ Γw : [0, 1] × {0} → W 1,2(T;M).

If η is a p-relative cycle, with p ≥ 1, we can apply the inductive hypothesis:
for each nonnegative integer i < p and for each i-singular simplex ν ∈ Σ(η), we
obtain n̄(ν, j) ∈ K, R̄(ν, j) ≥ U and, for each n ∈ K greater or equal than n̄(ν, j), a

homotopy P
[n]
ν satisfying the above properties (i),...,(v). Now, consider a p-singular

simplex σ : ∆p → (Ak)c1 ∪ {q} that belongs to Σ(η). If σ(∆p) ⊂ (Ak)c1 we simply

set R̄(σ, j) := U , n̄(σ, j) := 1 and P
[1]
σ (s, ·) := λk ◦ σ for each s ∈ [0, 1]. In the

other case, σ(∆p) 6⊂ (Ak)c1 , we proceed as follows. We denote by R̄′ = R̄′(σ, j)
and n̄′ = n̄′(σ, j) respectively the maximum of the R̄(ν, j)’s and n̄(ν, j)’s for all the
proper faces ν of σ. Thus, for each n ∈ K greater or equal than n̄′(σ, j), every proper
face ν of σ has an associated homotopy

P [n]
ν : [0, 1] ×∆p−1 → W 1,2(T[n];M).

For technical reasons we assume that P
[n]
ν (s, ·) = P

[n]
ν (1

2 , ·) for s ∈ [12 , 1]. Patching
together the homotopies of the proper faces of σ, we obtain

P [n]
σ : ([0, 1

2 ]× ∂∆p) ∪ (0×∆p)→W 1,2(T[n];M), ∀n ∈ K, n ≥ n̄′,
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such that P
[n]
σ (0, ·) = ψ[n] ◦ λk ◦ σ and P

[n]
σ (·, Fi(·)) = P

[n]
σ◦Fi

for all i = 1, ..., p. By

retracting ([0, 1
2 ]×∆p) onto ([0, 1

2 ]×∂∆p)∪ (0×∆p), we can extend the homotopies

P
[n]
σ to the whole ([0, 1

2 ]×∆p), obtaining

P [n]
σ : [0, 1

2 ]×∆p → W 1,2(T[n];M), ∀n ∈ K, n ≥ n̄′.(V.11)

Let us briefly denote the singular simplex P
[n̄′]
σ (1

2 , ·) : ∆p → W 1,2(T[n̄′];M) by σ̃.
Notice that

max
z∈∆p

{
A [n̄′](σ̃(z))

}
< c2,

max
z∈∂∆p

{
A [n̄′](σ̃(z))

}
< c1,

sup
z∈∆p

ess sup
t∈R/n̄′Z

{∣∣∣∣
d

dt
σ̃(z)(t)

∣∣∣∣
σ̃(z)(t)

}
≤ R̄′.

Hence we can apply lemma V.6, obtaining an integer n̄(σ̃), a positive real R̄(σ̃) ≥
R̄′(σ, j) and, if we choose the smallest n̄′′ ∈ K greater or equal than n̄(σ̃), a Bangert
homotopy

Ban
[n̄′′]
σ̃ : [0, 1] ×∆p → W 1,2(T[n̄′n̄′′];M) relative ∂∆p

such that Ban
[n̄′′]
σ̃ (0, ·) = ψ[n̄′′] ◦ σ̃ and

max
(s,z)∈[0,1]×∆p

{
A [n̄′n̄′′](Ban

[n̄′′]
σ̃ (s,z))

}
< c2,

max
(s,z)∈[0,1]×∂∆p

{
A [n̄′n̄′′](Ban

[n̄′′]
σ̃ (s,z))

}
< c1;

max
z∈∆p

{
A [n̄′n̄′′](Ban

[n̄′′]
σ̃ (1,z))

}
< c1;

sup
(s,z)∈[0,1]×∆p

ess sup
t∈R/n̄′n̄′′Z

{∣∣∣∣
d

dt
Ban

[n̄′′]
σ̃ (s,z)(t)

∣∣∣∣
Ban

[n̄′′]
σ̃ (s,z)(t)

}

≤ R̄(σ).

Finally, we set n̄ = n̄(σ, j) := n̄′n̄′′, R̄(σ, j) := R̄(σ̃) and we build the homotopy

P
[n̄]
σ : [0, 1] ×∆p →W 1,2(T[n̄];M) extending the one in (V.11) by

P [n̄]
σ (s, ·) := Ban

[n̄′′]
σ̃ (2s − 1, ·), ∀s ∈ [12 , 1]. �

V.4 The main result

We are now ready to state and prove the main result of this chapter, that confirms
the Conley conjecture for Tonelli Lagrangian systems.
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Theorem V.9. Let M be a smooth closed manifold, L : R/Z×TM → R a smooth
1-periodic Tonelli Lagrangian with global Euler-Lagrange flow and a ∈ R a constant
greater than

max
q∈M

{∫ 1

0
L (t, q, 0) dt

}
.(V.12)

Assume that only finitely many contractible 1-periodic solutions of the Euler-La-
grange system of L have action less than a. Then, for each prime p ∈ N, the
Euler-Lagrange system of L admits infinitely many contractible periodic solutions
with period that is a power of p and mean action less than a.

Here it is worthwhile to point out that the infinitely many periodic orbits that we find
are geometrically distinct in the phase-space of our system. If we consider the Tonelli
Hamiltonian H that is Legendre-dual to the Tonelli Lagrangian L (cf. sections I.1
and I.2), theorem V.9 can be rephrased in the Hamiltonian formulation. The two
statements are completely equivalent.

Theorem V.9 (Hamiltonian formulation). Let M be a smooth closed mani-
fold, H : R/Z × T∗M → R a smooth 1-periodic Tonelli Hamiltonian with global
Hamiltonian flow and a ∈ R a constant greater than

−min
q∈M

{∫ 1

0
min

p∈T∗
qM
{H (t, q, p)} dt

}
.

Assume that only finitely many contractible 1-periodic solutions of the Hamilton
system of H have action less than a. Then, for each prime p ∈ N, the Hamilton
system of H admits infinitely many contractible periodic solutions with period that
is a power of p and mean action less than a.

In this statement, the mean action of a periodic orbit Γ : R/nZ → T∗M is meant
to be its Hamiltonian mean action, defined by

1

n

∫ n

0

(
Γ∗λ−H (t,Γ(t))

)
dt,

where λ is the Liouville form on T∗M (cf. section I.1). This quantity coincides with
the usual Lagrangian mean action of the associated Lagrangian periodic orbit, i.e.
if L is Legendre-dual to H and we write Γ as (γ, ρ), where γ : R/nZ → M is a
periodic solution of the Euler-Lagrange system of L , we have

1

n

∫ n

0

(
Γ∗λ−H (t,Γ(t))

)
dt =

1

n

∫ n

0

(
ρ(t)[γ̇(t)]−H (t, γ(t), ρ(t))

)
dt

=
1

n

∫ n

0
L (t, γ(t), γ̇(t)) dt.
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Proof of theorem V.9 Throughout the proof, all the homology groups that ap-
pear are assumed to have coefficient in the finite field Z2. Moreover, for each

n ∈ N and R > 0, we implicitely restrict the mean action functional A
[n]
R of any

R-modification LR of L to the connected component of W 1,2(T[n];M) given by

the contractible loops. In particular, for any c ∈ R, the action sublevel (A
[n]
R )c is

understood to be contained in this connected component.
Let us fix a prime p ∈ N. We will denote by K ⊂ N the set of nonnegative

integer powers of p, i.e.
K = {pn |n ∈ N ∪ {0}} .

We will proceed by contradiction, assuming that the only contractible periodic so-
lutions of the Euler-Lagrange system of L with period in K and mean action less
than a are

γ1, ..., γr.

Without loss of generality, we can assume that all these orbits have period 1 = p0.
This can be easily seen in the following way. First of all, if pn is the maximum of
their periods, then they are all pn-periodic, i.e.

γv(t+ pn) = γv(t), ∀t ∈ R, v ∈ {1, ..., r} .

Then, we can build a Tonelli Lagrangian L̃ : R/Z× TM → R by time-rescaling of
L as

L̃ (t, q, v) := L (pnt, q, p−nv), ∀(t, q, v) ∈ R/Z×TM.

For each j ∈ N, a curve γ̃ : R → M is a j-periodic solution of the Euler-Lagrange
system of L̃ if and only if the rescaled curve γ : R→M , given by γ(t) := γ̃(p−nt) for
each t ∈ R, is a pnj-periodic solution of the Euler-Lagrange system of L . Moreover,
γ̃ and γ have the same mean action (with respect to the Lagrangians L̃ and L
respectively).

Let m be the dimension of the manifold M , and consider the constant a ∈ R

given in the statement of the theorem. For each R > 0 and n ∈ N, the homology of

the sublevel (A
[n]
R )a is non-trivial in dimension m, i.e.

Hm((A
[n]
R )a) 6= 0, ∀R > 0, n ∈ N.(V.13)

This is a straightforward extension of proposition II.2, and can be proved in the
following way. To begin with, notice that the quantity in (V.12) is finite (due to the
compactness of M) and may be interpreted in the following way. For each integer
n ∈ N, if we denote by ι[n] : M →֒ W 1,2(T[n];M) the embedding that maps a point
to the constant loop at that point, the quantity in (V.12) is equal to the maximum
of the function A [n] ◦ ι[n] : M → R. By our choice of the constant a we have

A
[n]
R ◦ ι[n](q) = A [n] ◦ ι[n](q) < a, ∀q ∈M,
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therefore ι[n] can be seen as a map of the form ι[n] : M →֒ (A
[n]
R )a. Since M is an m-

dimensional closed manifold and we consider homology groups with Z2 coefficients,
we have that Hm(M) is non trivial. Then, the following commutative diagram readily
implies that Hm(ι[n]) is a monomorphism, and the claim follows.

Hm((A
[n]
R )a)

Hm(ev)

&&MMMMMMMMMMM

0 6= Hm(M)

Hm(ι[n])
77ooooooooooo Hm(idM )

≃
// Hm(M)

Now, we want to show that there exists γ ∈ {γ1, ..., γr} having mean Morse
index6 ι̂(A , γ) equal to zero. In fact, assume by contradiction that ι̂(A , γv) > 0 for
each v ∈ {1, ..., r}. By the iteration inequality for the Morse index and nullity pair
(cf. proposition II.6) there exists n ∈ K such that

ι(A [n], γ[n]
v ) > m, ∀v ∈ {1, ..., r} .(V.14)

By lemma V.2, if we choose a real constant R > R̃(a, n), we know that the only

critical points of A
[n]
R in the open sublevel (A

[n]
R )a are γ

[n]
1 , ..., γ

[n]
r and, by (V.14),

we have

ι(A
[n]
R , γ[n]

v ) = ι(A [n], γ[n]
v ) > m, ∀v ∈ {1, ..., r} .

In particular, for each v ∈ N, the local homology of A
[n]
R at γ

[n]
v vanishes in dimension

m (cf. corollary III.18), i.e.

Hm(A
[n]
R , γ[n]

v ) = 0, ∀v ∈ {1, ..., r} .

By the Morse inequality (cf. corollary A.6) of the action functional A
[n]
R in the a-

sublevel, i.e.

dim Hm((A
[n]
R )a) ≤

r∑

v=1

dim Hm(A
[n]
R , γ[n]

v ),

we readily obtain that Hm((A
[n]
R )a) = 0, contradicting (V.13).

Hence we can assume that γ1, ..., γs, with 1 ≤ s ≤ r, are periodic solutions
with mean Morse index equal to zero, while γs+1, ..., γr (if s < r) are the ones with
strictly positive mean Morse index. By the iteration inequality for the Morse index
and nullity pair we have

ι(A [n], γ[n]
v ) + ν(A [n], γ[n]

v ) ≤ m, ∀n ∈ K, v ∈ {1, ..., s} .
6See the discussion in section V.1 about the Morse index and nullity pair and the mean Morse

index of the Tonelli action.
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In particular

ι(A [n], γ[n]
v ), ν(A [n], γ[n]

v ) ∈ {0, ...,m} , ∀n ∈ K, v ∈ {1, ..., s} ,

and therefore we can find an infinite subset K′ ⊆ K such that

(
ι(A [n], γ[n]

v ), ν(A [n], γ[n]
v )
)

=
(
ι(A [n′], γ[n′]

v ), ν(A [n′], γ[n′]
v )

)
,

∀n, n′ ∈ K′, v ∈ {1, ..., s} .

For each n, n′ ∈ K′ with n < n′ and for each R > 0 big enough (namely, R >
|γ̇v(t)|γv(t) for each t ∈ R/Z and v ∈ {1, ..., s}), corollary IV.9 guarantees that the

iteration map ψ[n′/n] induces the homology isomorphism

H∗(ψ
[n′/n]) : H∗(A

[n]
R , γ[n]

v )
≃−→H∗(A

[n′]
R , γ[n′]

v ), ∀v ∈ {1, ..., s} .(V.15)

If s < r, by the iteration inequality for the Morse index and nullity there exists
n ∈ K′ big enough so that the periodic solutions γs+1, ..., γr with strictly positive
mean Morse index satisfy

ι(A [n], γ[n]
v ) ≥ n ι̂(A , γv)−m > m, ∀v ∈ {s+ 1, ...r} .

This implies (cf. corollary III.18) that, for R > 0 big enough (namely, R > |γ̇v(t)|γv(t)

for each t ∈ R/Z and v ∈ {s+ 1, ..., r}), we have

Hm(A
[n]
R , γ[n]

v ) = 0, ∀v ∈ {s+ 1, ..., r} .

If s = r we just set n = 1. If R̃(a, n) is the constant given by lemma V.2 and
R > R̃(a, n), the Morse inequality

0 6= dim Hm((A
[n]
R )a) ≤

r∑

v=1

dim Hm(A
[n]
R , γ[n]

v ) =

s∑

v=1

dim Hm(A
[n]
R , γ[n]

v )

implies that there is a γ ∈ {γ1, ..., γs} such that

Hm(A
[n]
R , γ[n]) 6= 0.

At this point, let us assume without loss of generality that 1 ∈ K′ (this can be
achieved by time-rescaling, as we discussed above at the beginning of the proof).
Hence, (V.15) can be more easily expressed for γ as

H∗(ψ
[n]) : H∗(AR, γ)

≃−→H∗(A
[n]
R , γ[n]) 6= 0, ∀n ∈ K′.(V.16)

Now, we apply the discretization technique of section V.2: choosing U > 0 as in

(V.2), we obtain an embedding λ
[n]
k : U

[n]
k →֒ W 1,2(T[n];M) and the discrete mean

Tonelli action functional A
[n]
k = A [n] ◦ λk : U

[n]
k → R, for k ∈ N sufficiently big
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and for each n ∈ N. Let q := λ−1
k (γ). For each R ≥ U , the homology isomorphism

induced by the iteration map in (V.16) fits into the following commutative diagram

H∗(Ak,q)
H∗(ψ

[n]
k )

//

H∗(λk) ≃

��

H∗(A
[n]
k ,q[n])

H∗(λ
[n]
k

)≃

��

H∗(AR, γ)
H∗(ψ[n])

≃
// H∗(A

[n]
R , γ[n])

showing that H∗(ψ
[n]
k ) is an isomorphism.

Let c = A (γ) and let ε > 0 be small enough so that c + ε < a and there are
no γv ∈ {γ1, ..., γr} with A (γv) ∈ (c, c + ε). By lemma V.2, for all n ∈ K′ and

R > R̃(a, n) the action functional A
[n]
R does not have any critical point with critical

value in (c, c + ε). By theorem A.4(i), the inclusion

((A
[n]
R )c ∪ {γ} , (A [n]

R )c) →֒ ((A
[n]
R )c+ε, (A

[n]
R )c)

induces a monomorphism in homology. Hence, the embedding λ
[n]
k , seen as a map

λ
[n]
k : ((A

[n]
k )c ∪ {q} , (A [n]

k )c) →֒ ((A
[n]
R )c+ε, (A

[n]
R )c),

induces a monomorphism in homology as well. Summing up, for each R ≥ R̃(a, n)
and n ∈ K′, we have obtained the following commutative diagram.

0 6= Hm(Ak,q)
Hm(ψ

[n]
k

)

≃
//

� _

Hm(λk)

��

Hm(A
[n]
k ,q[n])

� _

Hm(λ
[n]
k )

��

Hm((AR)c+ε, (AR)c)
Hm(ψ[n]) // Hm((A

[n]
R )c+ε, (A

[n]
R )c)

This diagram contradicts the homological vanishing (theorem V.5). In fact, since the
local homology group Hm(Ak,q) is nontrivial and m > 0, the point q is not a local
minimum of Ak. For each nonzero [η] ∈ Hm(Ak,q), there exist R̄ = R̄([η], p) ≥ U
and n̄ = n̄([η], p) ∈ K such that, for each real R ≥ R̄ and for each n ∈ K greater or
equal than n̄, we have

Hm(ψ[n]) ◦Hm(λk)[η] = Hm(ψ[n/n̄]) ◦ Hm(ψ[n̄]) ◦ Hm(λk)[η]︸ ︷︷ ︸
=0

= 0,

therefore

Hm(ψ
[n]
k )[η] ∈ ker

[
Hm(λ

[n]
k ) : Hm(A

[n]
k ,q[n])→ Hm((A

[n]
R )c+ε, (A

[n]
R )c)

]
. P



Appendix A

An overview of Morse theory

Morse theory is a beautiful subject that sits between differential geometry, topology
and calculus of variations. It was started by Marston Morse1 in the middle 1920s
and further developed, among many others, by Thom, Bott, Milnor, Palais, Smale,
Gromoll, Meyer, Witten and Floer. The general philosophy of the theory is that the
topology of a smooth manifold is related in a very particular way to the number and
“type” of critical points that a smooth functional defined over it can have. In this
brief appendix we would like to give an overview of the topic, from the classical2

point of view of Morse, but in the more recent extensions of Palais, Gromoll and
Meyer that allow the theory to deal with so called degenerate functionals on infinite
dimensional manifolds. A full treatment of the subject can be found in the first
chapter of the book of Chang [Ch].

We will try to keep our exposition as elementary as possible. To this aim, we will
renounce to give the results in their maximal generality whenever this saves us from
technicalities. Nevertheless, in view of the application of this machinery to study
the critical point of the action functional of Lagrangian dynamics, we insist on the
regularity that the functional under consideration must have, that will be mostly
C1, and occasionally C2.

A.1 Preliminaries

Throughout this appendix we will denote by M a Hilbert manifold, i.e. a paracom-
pact Hausdorff topological space that is locally homeomorphic to a real separable

1Relations between the critical points of a real function on n independent variables, [Mo].
2There is also another, more recent, approach to the theory, that is based on the so called Morse

complex. It was pioneered by René Thom [Th] in 1949 and further developed by Steve Smale [Sm]
to solve the Poincaré conjecture in dimensions greater than four (see the beautiful book of Milnor
[Mi2] for an account of that stage of the theory). The definition of Morse complex appeared in
1981 on a paper by Edward Witten [Wi]. See the book of Schwarz [Sc], the one of Banyaga and
Hurtubise [BH] or the survey of Abbondandolo and Majer [AM] for a modern treatment.

105
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Hilbert space E with smooth change of charts. If E is finite dimensional, i.e. E = Rm

for some m ∈ N, then M = M is just an ordinary m dimensional smooth manifold.
In the context of Morse theory, the most relevant difference between the finite di-
mensional and the infinite dimensional cases is that in this latter the manifold M is
not locally compact. We will come back to this point later on.

Remark A.1. From elementary functional analysis it is well known that every real
separable Hilbert space with infinite dimension is isomorphic to the Hilbert space

ℓ2 =

{
{an |n ∈ N}

∣∣∣∣
∑

n∈N

|an|2 <∞
}

with interior product given by

〈{an}, {bn}〉ℓ2 =
∑

n∈N

anbn.
�

From now on, we use calligraphic letters (M , N , U and so on) to denote
possibly infinite dimensional manifolds, while we leave the roman ones (M , N , U
and so on) when the object under consideration must have finite dimension for the
current argument to be valid.

Throughout this appendix, F : M → R will be a C1 functional (we will write
F : M → R in the finite dimensional case), unless more regularity will be explicitly
required. We recall that a point p ∈ M is called a critical point of F when the
differential dF (p) of F calculated at p vanishes, and the correspondent image F (p)
is called a critical value. We denote by CritF the set of critical points of F . In
what follows, we will only deal with functionals F having isolated critical points, and
we will investigate the relationship between this critical points and the topological
properties (or, more precisely, the homological properties) of the underlying manifold
M .

Consider an open neighborhood U of the critical point p such that there exists
a chart φ : U → E of M . We denote by Fφ the functional F ◦ φ−1 : E → R. By
the composition rule for the differential, we have

dFφ(φ(p)) = dF (p) ◦ dφ−1(φ(p)),

where d in the left hand side denotes the Fréchet derivative on the Hilbert space E,
i.e. dFφ : E → E∗. Therefore φ(p) is a critical point of the functional Fφ. If F is
C2 or at least twice Gateaux differentiable, the same is true for Fφ. We recall that,
in these cases, the second Gateaux derivative of Fφ at x can be seen as a symmetric
bounded bilinear form HessFφ(x) : E ⊗E → R given by

HessFφ(x)[v,w] = (d(dFφ)(x)v) w, ∀v,w ∈ E.

In the above formula, we have denoted by d(dFφ) the Gateaux derivative of dFφ,
i.e.

d(dFφ)(x)v =
d

dε

∣∣∣∣
ε=0

dFφ(x + εv) ∀x,v ∈ E.



A - AN OVERVIEW OF MORSE THEORY 107

This latter coincides with the Fréchet derivative of dFφ in case F is C2. We define
the Hessian of F at a critical point p as the symmetric bilinear form

HessF (p) : TpM ⊗ TpM → R

given by

HessF (p)[v,w] = HessFφ(x)[vφ,wφ], ∀v,w ∈ TpM ≃ E

where x = φ(p) and vφ = dφ(p)v,wφ = dφ(p)w ∈ E. It is easy to see that HessF (p)
is intrinsically defined, i.e. its definition is independent of the chosen chart φ as long
as p is a critical point of F .

Remark A.2. If M = M is finite dimensional and x = (x1, ..., xm) is a system of
local coordinates around p, the Hessian of F = F at the critical point p is given in
local coordinates by

HessF (p) =

(
∂2F

∂xi ∂xj
dxi ⊗ dxj

)
(p),

where we implicitly assume summations3 from 1 to m for the repeated indices i and
j. Moreover, if ∇ is any linear connection on M , the Hessian of F at p is given by

HessF (p) = ∇(dF )(p). �

We denote by ι(F , p) the supremum of the dimensions of subspaces of TpM in which
the Hessian of F at p is negative definite. Analogously, we denote by ν(F , p) the
dimension of the nullspace of the Hessian of F at p, i.e. the Hilbert space consisting
of all v ∈ TpM such that HessF (p)[v,w] = 0 for all w ∈ TpM . We call ι(F , p) and
ν(F , p) respectively Morse index and nullity of the functional F at p. Notice
that both may be infinite. Morse Theory was initially developed for so called Morse
functionals, that are functionals whose critical points have nullity equal to zero and
for this reason are called non-degenerate. Today we are able to deal with functional
having possibly degenerate critical points.

Since the inner product 〈·, ·〉E of E is a nondegenerate bilinear form, there exists
a self-adjoint linear continuous operator Hφ = Hφ(p) : E → E such that

HessF (p)[v,w] = 〈Hφvφ,wφ〉E , ∀v,w ∈ TpM

By the spectral theorem, this operator induces an orthogonal splitting

E = E0
φ ⊕E+

φ ⊕E−
φ ,

where E0
φ is the kernel of Hφ, and E−

φ [resp. E+
φ ] is a subspace of E on which Hφ is

negative definite [resp. positive definite], i.e.

E0
φ = {v ∈ E |Hφv = 0} ,
〈Hφv,v〉E < 0, ∀v ∈ E−

φ \ {0} ,
〈Hφw,w〉E > 0, ∀w ∈ E+

φ \ {0} .

Notice that ι(F , p) = dimE−
φ and ν(F , p) = dim E0

φ.

3This is what differential geometers call “Einstein convention” on subscripts and superscripts.
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A.2 The generalized Morse lemma

A starting point for Morse Theory might be the so called “Morse Lemma”, that we
will give here in its generalized form4. It is a local result, in the sense that it applies
to functionals defined on an open set of a Hilbert space. Let 0 be an isolated critical
point of a C2 functional F : U → R, where U is an open set in a Hilbert space E.
We denote by H : E → E the self-adjoint linear operator associated to the second
derivative of F at 0, i.e. HessF (0)[v,w] = 〈Hv,w〉E. As we remarked in the last
section, this operator defines an orthogonal splitting E0 ⊕E± of E.

Lemma A.1 (Generalized Morse Lemma). Assume that H is a Fredholm5 op-
erator (in particular ν(F ,0) is finite). Then, there exists an open neighborhood
V ⊆ U of 0, a homeomorphism onto its image

φ : (V ,0)→ (U ,0)

and a C1 map

ψ : (V ∩E0,0)→ (E±,0),

such that, for each v ∈ V , we have

F ◦ φ(v) = F
(
v0 + ψ(v0)

)
︸ ︷︷ ︸

=:F0(v0)

+ 1
2

〈
Hv±,v±

〉
E︸ ︷︷ ︸

=:F±(v±)

(A.1)

where we write v = v0 + v± according to the splitting E = E0 ⊕E±. Moreover 0

is a critical point of both F± and F 0.

Notice that, in case the functional F happens to be Morse (i.e. ν(F ,0) = 0),
equation (A.1) simplifies to

F ◦ φ(v) = F (0) + F±(v) = F (0) +
1

2
〈Hv,v〉E .

This is a fundamental rigidity result for functionals around a non-degenerate critical
point: it states that, up to a local “reparametrization” of the ambient space, every
functional around a non-degenerate critical point is given by a quadratic form (plus
a constant).

In the general case, equation (A.1) gives us a local representation of a functional
F as a sum of a Morse function F± and of a function F 0. In this representation, the
origin 0 is a non-degenerate critical point for F± and a fully degenerate critical
point for F 0, i.e. the second derivative of F 0 at 0 vanishes.

4The original Morse Lemma goes back to Marston Morse, and it was generalized to infinite
dimensional manifolds by Palais [Pa]. The version that we give here, that admits possibly degenerate
functionals, is basically due to Gromoll and Meyer [GM]. In the literature, the generalized Morse
lemma is also known as splitting lemma.

5We recall that a continuous linear operator H : E → E is Fredholm when H(E) is closed and
H has finite dimensional kernel and cokernel.
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A.3 Deformation of sublevels

At this point, let us recall some standard terminology from topology. Two continuous
maps f0 and f1 from a topological space X to another topological space Y are
homotopic, and we write it as f0 ∼ f1, when there exists a continuous map f :
[0, 1] × X → Y , called homotopy, such that f0 = f(0, ·) and f1 = f(1, ·). If we
consider the two maps as maps of topological pairs f1, f2 : (X,A) → (Y,B), i.e.
A ⊆ X, B ⊆ Y and f(A) ⊆ B, then they are homotopic (as maps of pairs) when
there exists a homotopy f as before that further satisfies f(t, A) ⊆ B for all t ∈ [0, 1],
and we write it as f : [0, 1] × (X,A)→ (Y,B) and still f0 ∼ f1.

A homotopy f : [0, 1] × X → Y is said relative C when C is a subspace of X
and f(t, x) = f(0, x) for all x ∈ X and for all t ∈ [0, 1]. The same definition, mutatis

mutandis, can be given for homotopies of maps of pairs.
A map j : X → Y is a homotopy equivalence, and we write it as

j : X
∼−→Y

or X ∼ Y if j is implicit from the context, when there exists a map l : Y → X,
called homotopy inverse, such that l ◦ j ∼ idX and j ◦ l ∼ idY . If j is a map of
topological pairs (X,A)→ (Y,B) we say that it is a homotopy equivalence (of pairs)
when the homotopy inverse is of the form l : (Y,B) → (X,A) and the homotopies
with the identity are homotopies of maps of pairs.

Now, assume that we have an inclusion ι : X →֒ Y and a retraction r : Y → X,
i.e a surjective map r such that the restriction r|X is equal to the identity idX . If there
exists a homotopy R : [0, 1]×(Y,X) → (Y,X) such that R(0, ·) = idY and R(1, ·) = r,
then we say that Y deformation retracts onto X and we call the homotopy R a
deformation retraction. Notice that R is assumed to be a homotopy of maps of
pairs, therefore R(t,X) ⊆ X for all t ∈ [0, 1] and the inclusion ι turns out to be a
homotopy equivalence. The deformation retraction R is called strong if we further
assume that it is relative X, i.e. R(t, x) = x for all (t, x) ∈ [0, 1] ×X.

After this excursion, let us go back to Morse Theory. So far, we have just
discussed local aspects, but Morse Theory allows us to say something about global
properties of the ambient manifold M . To start with, notice that a functional
F : M → R defines a “filtration” of the manifold M . In fact, if c ∈ R, let us
denote by (F )c the open subspace F−1(−∞, c), called c-sublevel of F . Then if
{cn |n ∈ N} is a monotone increasing sequence of real numbers tending to infinity,
then we have the sequence of inclusions

(F )c1 ⊆ (F )c2 ⊆ (F )c3 ⊆ ... ⊆M .(A.2)

We may also define (F )−∞ = ∅ and (F )+∞ = M . Having this filtration, we
would like to investigate the relation between the homology of pairs of sublevels
((F )b, (F )a) and the critical points of F contained in the region F−1(a, b), at least
when the interval (a, b) contains a single critical value. Then, by standard algebraic
topological manipulations, we would like to conclude something about the homology
of pairs ((F )b, (F )a) for a and b arbitrarily distant.
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c

0

F

p1

p2

p3

p4

Figure A.1. Height functional on the 2-torus in R
3. The shaded region is the sublevel (F )c, for

F (p2) < c < F (p3).

Example A.1. From now on, it is useful to keep in mind a classical finite dimen-
sional example: a torus M = M = T2 in R3 sitting on a plane as shown in figure A.1.
On this torus we consider as functional F = F the height, i.e. F (p) is the height of
p ∈ T2 above the plane. For simplicity, we will assume that F is a Morse functional,
therefore its four critical points p1, p2, p3 and p4 have indices 0, 1, 1 and 2 respec-
tively. This example will be useful to geometrically visualize some of the operations
that we will perform, but of course our general setting is more complicated since F
has possibly degenerate critical points and the ambient manifold M is not locally
compact. �

At this point, let us consider a Hilbert-Riemannian metric 〈〈·, ·〉〉· on M , i.e.
a smooth section of the bundle T∗M ⊗T∗M that is symmetric and positive definite,
meaning

〈〈v,w〉〉q = 〈〈w, v〉〉q , 〈〈z, z〉〉q > 0 ∀q ∈M , v, w, z ∈ TqM , z 6= 0.

In local coordinates given by a chart φ : U → E, this metric can be expressed in
terms of the inner product of E as

〈〈v,w〉〉q = 〈Gφ(q)vφ,wφ〉E , ∀q ∈M, v,w ∈ TqM ,

where Gφ is the unique map from U to the space of bounded self-adjoint operators
on E that realizes this equality. If ψ : V → E is another chart of M , then

Gψ(q) =
(
d(φ ◦ ψ−1)(ψ(q))

)∗ ◦Gφ(q) ◦ d(φ ◦ ψ−1)(ψ(q)) ∀q ∈ U ∩ V .

We denote by ‖·‖· the Hilbert-Finsler metric obtained by ‖v‖q = 〈〈v, v〉〉q for each
q ∈M and v ∈ TqM . This metric induces, as usual, a corresponding Hilbert-Finsler
metric (still denoted by ‖ · ‖·) on the cotangent bundle T∗M as

‖ν‖q = max {ν(v) | v ∈ TqM , ‖v‖q = 1} , ∀q ∈M , ν ∈ T∗
qM .
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For each C1 curve σ : [a, b]→M , we define its length (with respect to the Hilbert-
Finsler metric ‖ · ‖·) as ∫ b

a
‖σ̇(t)‖σ(t) dt.

If q and q′ are two points that belongs to the same connected component, we can
define their distance (again, with respect to the Hilbert-Finsler metric ‖ · ‖·) as the
infimum of the lengths of all C1 curves joining q and q′. If each component of M is
a complete metric space with respect to this distance, we say that M is a complete
Hilbert-Riemannian manifold.

A C1 vector field X on M \Crit(F ) is called a pseudo-gradient for F when,
for each q ∈M , it satisfies

‖X (q)‖q ≤ 2‖dF (q)‖q , dF (q)X (q) ≥ ‖dF (q)‖2q .

By means of a partition of unity, one can show that pseudo-gradient vector fields
always exist on Hilbert manifolds. Integrating X we obtain its (anti) pseudo-
gradient flow, that is a map

ΦX : W →M ,

where W ⊆ R×M \ Crit(F ) is an open neighborhood of {0} ×M , satisfying the
following Cauchy problem:

∂ΦX

∂t
(t, q) = −X (ΦX (t, q)), ΦX (0, ·) = idM .

It is easy to verify that the functional F is decreasing along pseudo-gradient flow
lines. In fact, for every (t, q) ∈ W , we have

F (ΦX (t, q))−F (q) = −
∫ t

0
dF (ΦX (s, q))X (ΦX (s, q)) ds

≤ −
∫ t

0
‖dF (ΦX (s, q))‖2ΦX (s,q)︸ ︷︷ ︸

>0

ds

< 0.

Example A.2. If F is C2, a pseudo-gradient is given by the gradient of F , that
is the vector field GradF defined by

〈〈GradF (q), v〉〉q = dF (q)v, ∀q ∈M , v ∈ TqM . �

We would like to use the pseudo-gradient flow to deform a certain sublevel (F )c2
to a lower one, say (F )c1 , for some c1 < c2 such that the interval [c1, c2) does not
contain critical values (see figure A.2). In case M = M is compact there are no
obtacles in performing such an operation. However, if we just deal with a complete
but non-compact manifold, something is needed to replace the lack of compactness.
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c2

c1

Figure A.2. Deformation of (F )c2 over (F )c1 along gradient flow lines in the torus example A.1.

q1 q2 q3 q4 q

F

Figure A.3.

The right assumption on F was found in the 1960s by Palais and Smale6, and it
now carries their name: we say that F satisfyes the Palais-Smale condition at
level c when, for each sequence {qn |n ∈ N} ⊆M such that

lim
n→∞

F (qn) = c,

lim
n→∞

‖dF (qn)‖qn = 0,(A.3)

there exists a subsequence convergent to a point q ∈M . By (A.3), the limit point
q must be a critical point of F . We just say that F satisfies the Palais-Smale
condition if it satisfies it at every level c ∈ R.

Example A.3. There are basically two slightly different examples of situations that
the Palais-Smale condition wants to avoid.

• Consider the function F (q) = exp(−q) on M = M = R. For any divergent
sequence qn ↑ ∞ we have that F (qn)→ 0 and F ′(qn)→ 0, however {qn} does
not admit any converging subsequence (see figure A.3).

• Consider a functional F : M → R such that, for a certain level c ∈ R, the
set CritF ∩ F−1(c) is not compact (e.g. F : R → R with F (q) = sin(q) and

6A generalized Morse theory, [PS].
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c = 1). Therefore we can find a sequence of critical points {qn} that does not
admit any converging subsequence. �

As promised, here is the important consequence of the Palais-Smale condition.

Lemma A.2 (Deformation Lemma). Let M be a complete Hilbert-Riemannian
manifold and assume that F satisfies the Palais-Smale condition at every level c ∈
[a, b] and does not have any critical value in the interval [a, b). Then the inclusion
(F )a →֒ (F )b is a homotopy equivalence.

Notice that, by this lemma, the inclusion (F )a →֒ (F )b induces the homology

isomorphism7 H∗((F )a)
≃−→H∗((F )b) and H∗((F )b, (F )a) = 0.

A.4 Passing a critical level

We now want to study the changes that occur, in term of homology, whenever we
pass a critical level. To this aim, we have to introduce a fundamental invariant of
an isolated critical point p ∈ M of our C1 functional F : M → R. The local
homology of F at p is defined as the homology group

H∗(F , p) := H∗((F )c ∪ {p} , (F )c),

where c = F (p). This is an invariant of the critical point p, in the sense that it
depends only on the germ of F at p. In fact, if U ⊆M is an open neighborhood of
p, by excision we obtain that the inclusion

(U ∩ (F )c ∪ {p} ,U ∩ (F )c) →֒ ((F )c ∪ {p} , (F )c)

induces an isomorphism in homology, and therefore the local homology groups of F
at p coincides with

H∗(U ∩ (F )c ∪ {p} ,U ∩ (F )c).

Remark A.3. It is easy to see that the local homology groups of F at p, with
c = F (p), can be equivalently defined as

H∗

(
(F )c, (F )c \ {p}

)
.

Moreover, if U ⊆ M is an open neighborhood of p that does not contain other
critical points of F , the local homology groups of F at p further coincide with

H∗

(
U ∩ (F )c,U ∩ (F )c

)
.

�

7The same is true if we substitute the singular homology with any other homotopy invariant
functor: equivariant singular homology (in an equivariant situation), K-theory, etc.
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XX

D1 D1 ×D2

(a) (b)

Figure A.4. (a) Attaching a 1-cell D1 to X = D3. (b) Attaching a thickened 1-cell D1 ×D2 to
X = D3. Notice that the interior of the obtained space is a smooth 3-manifold, but
the boundary is not smooth anymore.

The role that local homology plays in Morse Theory is illustrated in the next
two statements. We recall that a λ-cell, for λ ∈ N, is simply a λ-dimensional closed
disk Dλ. A topological space Y is obtained by the attachment of λ-cell to X when
there exists a continuous map f : ∂Dλ → X such that

Y = X ∪f Dλ := X ∪Dλ/ ∼,

where ∼ is the identification given by z ∼ f(z) for each z ∈ ∂Dλ, see figure A.4(a).
If X happens to be a smooth finite dimensional manifold with boundary and f
maps ∂Dλ homeomorphically to a subset of ∂X, we can obtain another smooth
manifold Ỹ (with non-smooth boundary) by attaching a so called thickened λ-
cell Dλ ×DdimX−λ as described in figure A.4(b). The spaces Y and Ỹ are clearly
homotopy equivalent.

Theorem A.3. Assume that the functional F : M → R is C2 and has a non-
degenerate critical point p with F (p) = c. Consider a neighborhood U ⊆ M
of p that does not contain any other critical point of F , and c1, c2 ∈ R such that
c1 < c ≤ c2. Then (F )c2∩U is homotopy equivalent to (F )c1∩U with a ι(F , p)-cell
attached. In particular the local homology H∗(F , p) is trivial in case8 ι(F , p) =∞,
otherwise

H∗(F , p) =

{
F ∗ = ι(F , p),
0 ∗ 6= ι(F , p),

where F is the coefficient group of the homology.

Remark A.4. The above statement can be strengthen, saying that (F )c2 ∩ U is

diffeomorphic to (F )c1 ∩U with a thickened ι(F , p)-cell attached (see figure A.5).
However, this is not relevant as far as homotopy (or homology) is concerned. �

8This follows from the fact that the unit-sphere of an infinite-dimensional Hilbert space is con-
tractible.
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s0

s1

p2

(a) (b)

c1c1

c2c2

Figure A.5. (a) Attachment of a cell of dimension 1 = ι(F, p2) to the closed sublebel (F )c1
of the

height function in example A.1. The attaching region is the 0-dimensional attaching
sphere {s0, s1}. Notice that the result of the attachment is homotopically equivalent
to (F )c2

. (b) Attachment of a thickened 1-cell to the closed sublebel (F )c1

x

y

0

Figure A.6. Behaviour of F (x, y) = (y − 2x2)(y − x2) around the critical point 0. The shaded
region corresponds to the sublevel (F )0 = F−1(−∞, 0).

Theorem A.3 tells us that, for a non-degenerate critical point of a C2 functional,
the knowledge of local homology at it coincides with the knowledge of its Morse
index. This is no longer true in the degenerate case, where the knowledge of the
Morse index and nullity of a critical point is not sufficient to determine its local
homology. An easy example on M = M = R2 is the following.

Example A.4. Both the functionals F,G : R2 → R given by F (x, y) = (y−2x2)(y−
x2) and G(x, y) = x4 + y2 have 0 = (0, 0) as critical point with ι(F,0) = ι(G,0) = 0
and ν(F,0) = ν(G,0) = 1; however 0 is a saddle point for F (see figure A.6) and a
global minimum for G, therefore

H∗(F,0) =

{
F ∗ = 1,
0 otherwise,

H∗(G,0) =

{
F ∗ = 0,
0 otherwise.

�

If the functional F is only C1 with possibly degenerate critical points, but it
satisfies the Palais-Smale condition, we can still describe the homological changes
that occur passing a critical level in terms of local homology.

Theorem A.4. Let M be a complete Hilbert-Riemannian manifold and F : M →
R a C1 functional having only isolated critical points and satisfying the Palais-Smale
condition. Consider c ∈ R and ε > 0 such that the interval (c, c + ε) ⊂ R does not
contain any critical value of F . The following claims hold:
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(i) For each p ∈ Crit(F ) with F (p) = c, the inclusion

jp : ((F )c ∪ {p} , (F )c) →֒ ((F )c+ε, (F )c)

induces the homology isomorphism

H∗(jp) : H∗(F , p)
≃−→H∗((F )c+ε, (F )c).

(ii) If {p1, ..., ps} ⊂ M is the set of critical point of F with critical value c, we
have an isomorphism

Jc : H∗(F , p1)⊕ ...⊕H∗(F , ps)
≃−→H∗((F )c+ε, (F )c),

where Jc = H∗(jp1)⊕ ...⊕H∗(jps).

Playing with the filtration (A.2) given by the sublevels of F and with associated
long exact sequences in homology we can deduce the following statement.

Theorem A.5. Assume that F satisfies the hypotheses of theorem A.4. We fix a
bounded interval [a, b] ⊂ R, so that {c1, ..., ct} ⊂ (a, b) is the set of critical values of
F inside (a, b), and we choose ε such that

0 < ε < min {ch − ck |h, k = 1, ..., t, h 6= k}).

Then, we have

N∑

n=0

(−1)N−n rankHn((F )b, (F )a) ≤
N∑

n=0

(−1)N−n
t∑

h=1

rankHn((F )ch+ε, (F )ch),

∀N ∈ N.

Moreover

∞∑

n=0

(−1)n rankHn((F )b, (F )a) =

∞∑

n=0

(−1)n
t∑

h=1

rankHn((F )ch+ε, (F )ch),

provided the above series are finite.

As a consequence of this result and of theorem A.4, we obtain the celebrated Morse
inequalities.

Corollary A.6 (Morse inequalities). Assume that F satisfies the hypotheses of
theorem A.4. For each bounded interval [a, b] ⊂ R, if {p1, ..., pu} ⊂ M are the
critical points of F with critical value inside (a, b), we have

rankH∗((F )b, (F )a) ≤
u∑

h=1

rankH∗(F , ph).(A.4)
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A.5 Local homology and Gromoll-Meyer pairs

In the fundamental paper [GM], Gromoll and Meyer showed that the local homology
groups of an isolated critical point can also be produced as the homology of an
opportune closed neighborhood of the critical point, relative to a part of its boundary.
The homotopy type of the pair

(closed neighborhood, part of boundary)

is what in the 1980s, after the seminal work of Conley [Co], would be called Conley
index9 of the critical point. Here, the critical point is considered as an isolated
invariant set for the dynamical system defined by a pseudo-gradient flow.

For this section, let us assume that our functional F : M → R is C2, so that we
can choose as a pseudo-gradient X the gradient of F , see example A.2. Some, but
not all, of the statements that we will give still hold with only the C1 assumption
(up to choose a C1 pseudo-gradient).

Let p ∈M be a critical point of F with F (p) = c. A pair of topological spaces
(W ,W−) is called a Gromoll-Meyer pair for F at p when

(GM1) W ⊂M is a closed neighborhood of p that does not contain other critical
points of F ,

(GM2) there exists ε > 0 such that [c− ε, c) does not contain critical values of F ,
and W ∩ (F )c−ε = ∅,

(GM3) if t1 < t2 are such that ΦX (t1, q),ΦX (t2, q) ∈ W for some q ∈ M , then
ΦX (t, q) ∈ W for all t ∈ [t1, t2],

(GM4) W− is defined as

W− = {q ∈ W |ΦX ((0,∞) × {q}) ⊂M \W }

and it is a piecewise submanifold of M transversal to the flow ΦX .

It is always possible to build a Gromoll-Meyer pair of an isolated critical point.
Moreover, all the Gromoll-Meyer pairs of a critical point have the same homology
type, and in fact they can serve as an alternative definition of local homology.

Theorem A.7. With the above assumptions for the functional F , if (W ,W−) is a
Gromoll-Meyer pair for F at the isolated critical point p ∈M , we have

H∗(W ,W−) ≃ H∗(F , p).

9Notice that this Conley index has nothing to do with the Conley-Zehnder index discussed in
chapter I.
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Now, applying the generalized Morse lemma (and the notation adopted therein),
we may reduce to work in a coordinate neighborhood of the critical point p: without
loss of generality, we can identify p with the origin in the Hilbert space E, so that
we can assume that F is defined on a neighborhood V ⊂ E of 0 and has the form

F (v) = F 0(v0) + F±(v±), ∀v = v0 + v± ∈ V ⊂ E = E0 ⊕E±.

Here the origin is a non-degenerate critical point of F± : V ∩E± → R and a fully
degenerate critical point of F 0 : V ∩E0 → R. If we consider Gromoll-Meyer pairs
(W ±,W ±

− ) and (W 0,W 0
−) for F± and F 0 respectively at 0, it is easy to verify that

the cross product of this pairs, that is

(W ±,W ±
− )× (W 0,W 0

−) = (W ± ×W 0, (W ±
− ×W 0) ∪ (W ± ×W 0

−)),

is a Gromoll-Meyer pair for F at 0. Now, assume that the coefficient group F of
the homology is a field. Then, by the Künneth formula we get an isomorphism of
graded vector spaces

H∗((W
±,W ±

− )× (W 0,W 0
−)) ≃ H∗(W

±,W ±
− )⊗H∗(W

0,W 0
−),

and by the above theorem A.7 we obtain the following.

Theorem A.8. H∗(F ,0) ≃ H∗(F
±,0)⊗H∗(F

0,0).

By theorem A.3, the local homology of the non-degenerate functional F± at 0 is
nontrivial only in dimension ι(F±,0), in which coincides with the coefficient vector
space F. Notice that the Morse index of F± at 0 is precisely the Morse index of F
at 0, and therefore theorem A.8 readily gives the following fundamental result.

Theorem A.9 (Shifting). H∗(F ,0) ≃ H∗−ι(F ,0)(F
0,0).

Corollary A.10. If ν(F ,0) < ∞, the local homology groups H∗(F ,0) are trivial
if ∗ is less than ι(F ,0) or greater than ι(F ,0) + ν(F ,0).
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