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Abstract

Identifying the patterns or highlighting the similarities and differ-
ences of large data sets is often needed in data mining. Principal com-
ponent analysis (PCA) is a common technique for finding patterns in
data of high dimension. It computes a set of eigenvectors correspond-
ing to the dominant eigenvalues of the covariance matrix generated by
the data.

Clustering algorithms based on PCA can be used effectively when
data sets are centrally located. However, in practice, large data sets
are distributed over a network clusters or on a data grid at different
locations, and it is expensive or eventually impossible to centralize too
large data sets. Here we introduce a new method for computing PCA
of large data sets distributed in different locations without moving
the data sets to a central location. Continuous update can also be
accommodated without centralizing them first.
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